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1. INTRODUCTION 

The Sea Ice Mechanics and Arctic Modeling Workshop to be held in Anchorage, Alaska, 
April 25-28, 1995, will focus on current state of the practice and future research needs 
relative to offshore oil and gas facilities and will also review the results of the U.S. Navy's 
Office of Naval Research (ONR) Sea Ice Mechanics Lnitiative (SIMI). SIMI is a 
continuing ONR program running from October 1992 through September 1996, with sea 
ice mechanics and Arctic acoustics field programs, laboratory studies, and modeling work. 
The SIMI goals are to understand sea ice constitutive laws and fracture mechanics over 
the full range of geophysical scales, to determine the scaled responses to applied external 
forces, and to develop physically based constitutive and fracture models. The goals were 
established at a SIMI planning meeting held at Airlie, Virginia, in November 1990. The 
report from that meeting is included as Appendix A. The main field experiments were 
defined at a second SIMI planning meeting held at Sidney, British Columbia, in August 
1993 and are described in the Summary Plan included as Appendix B. The main field 
experiments were conducted in the Beaufort Sea during 1993 and 1994. 

Volume 1 has four major parts: 

1. Four ice maps: the fall and spring SIMI camps at 2-km and 10-km scales (included 
in this section). 

2. Summaries of poster presentations by the SIMI Principal Investigators of their 
findings to date, their model developments, their data sets, and their upcoming 
publications. These are divided into five sections focusing on broad topics. Each 
section begins with a list of the papers in the section and a list referring the reader 
to papers in other sections containing information on the same subject. 

3. Proceedings of the first SIMI planning meeting (as Appendix A). 
4. The SIMI Summary Plan (as Appendix B). 

After the workshop, NWRA will publish the invited lectures and working-group summary 
presentations and recommendations in Volume 2. 

Volume 1 is organized as follows. Section 2 includes the summary papers on Arctic 
acoustic experiments. Sea ice fracture mechanics papers are in Section 3. Laboratory and 
field studies of sea ice properties are in Section 4. Section 5 presents investigations of 
pack ice stress, ice strain, and other observations, such as CTD casts. Section 6 includes 
the various sea ice modeling studies. There is a cross-reference list of papers at the 
beginning of each section. 





Map 2. SIMI West Camp, November 1993. 
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Map 3. Vicinity of SIMI East Camp, April 1994. 



Map 4. SIMI East Camp, April 1994. 





2. ACOUSTICS 

Papers included in this section are the following: 

"Acoustic and Seismic Studies of Ice Mechanics," by Dr. David Farmer (P.I.) and 
Dr. Yunbo Xie of the Institute of Ocean Sciences 

"Transarctic Acoustic Propagation," by Peter Mikhalevsky of Science Applications 
International Corp., Arthur B. Baggeroer and Henrik Schmidt of the 
Massachusetts Institute of Technology, Keith von der Heydt and Edward 
K. Sheer of Woods Hole Oceanographic Institute, and Alexander Gavrilov 
of AcoustInform Ltd. Co. 

"Sea Ice Failure Mechanisms," by Robert S. Pritchard of Icecasting, Inc. 
"Sea Ice Mechanics Research: Tomographic Imaging of Wave Speeds and 

Acoustic Emission Event Localization," by Subramaniam D. Rajan of 
Woods Hole Oceanographic Institution 

"Seismo-Acoustic Remote Sensing of Ice-Mechanical Processes in the Arctic," by 
Henrik Schmidt, Arthur B. Baggeroer, and Ira Dyer of the Massachusetts 
Institute of Technology and Keith von der Heydt and Edward K. Scheer of 
Woods Hole Oceanographic Institution 

"SIMI Winter-Over Geophonemydrophone System," by Dr. Peter J. Stein (P.I.), 
Mr. Douglas W. Andersen, Mr. Armen Bahlavouni, and Mr. Steven E. 
Euerle of Scientific Solutions, Inc. and Mr. Gerald M. Santos and Mr. 
Richard K. Menoche of the Naval Undersea Warfare Center Division 
Newport 

Papers with additional information on acoustics in Section 6, Modeling: 

"Sea Ice Mechanics Related to Thermally Induced Stresses and Fracturing of Pack 
Ice," by Dr. James K. Lewis of Ocean Physics Res. & Dev. and Dr. Peter J. 
Stein of Scientific Solutions Inc. 



Acoustic and Seismic Studies of Ice Mechanics 

Dr. David Farmer (P.I.), Dr. Yunbo Xie, Institute of Ocean Sciences, Sidney, BC, 
Canada 

Scope of Model and/or Data Set 

The geo-hydrophone array (the main system) used in SIMI experiment consisted of 
five hydrophones and five geophones. The maximum spacing of the array was 200 
meters forming a cross configuration (Figure 1). The maximum hydrophone depth 
was 20 meters. Geophones in all deployments were frozen into the ice making 
secure contact with the surface. 

Given the uncertain nature of natural ice events (both in location and time), a 
portable recording system was also brought to the camp site. This system had two 
hydrophones and could be flown on a helicopter to an active site to observe on- 
going events. All the hydrophone and geophone signals were digitally recorded on 
VHS tapes. Both systems digitized the data at a rate of 176 kilo-bytes per second. 
This rate translated into various sampling frequencies for hydrophone and 
geophone channels depending on multiplexing modes. Table 1 summarizes features 
of all the sensors: 

Table 1 : Summarv of Sensors of the two Svstems 

1 Sensor(s) I Make I Sampling Freq. I System I 

I Gz--5 1 Mark L-28D 1 680 Hz I Main I 

HI--s 
GI 

1 Ha, Hb I MetOcean MH5091 1 44100Hz Portable I 
Although our main goal in SIMI was to observe active ice events, the uncertain 
nature of these events limited our chances. The relatively short camp time allocated 
to us (2 weeks) and logistical difficulties in deploying the main system beyond 
distances reachable by snowmobiles also hindered our efforts. To ensure the best 
use of the main system, before finalizing the deployment site, we had utilized the 
geo-hydrophone array for monitoring a number of mechanical tests on ice samples 
conducted by the SIMI ice mechanics groups led respectively by Max Coon, 
Robert Pritchard and John Dempsey. These tests were carried out at sites within 
walking distances from the ice camp. They simulated various mechanical failure 
modes associated with ridging and lead formation processes. The geo-hydrophone 
array system was deployed 3 times at 3 different sites near the main camp for the 
entire experimental period. 

MetOcean MH5092 
OYO HS I -LP3D 

The mechanical testing of ice samples and seismic-acoustic sensing of sound 
radiated from these tests formed the basis for collaborations between the IOS and 
other ice mechanics groups at the camp. Such collaborations allowed us to focus 

11025 Hz 
5600 Hz 

Main 
Main 



on investigations of acoustic and seismic emissions from failure modes controlled 
by the tests. These controlled tests represented idealization of natural failure 
processes. Nevertheless they allowed observation of radiated signals from known 
sources. Therefore, relationships can be established between a particular failure 
mode and its acoustic and seismic emissions. 

The geo-hydrophone system was used in continuous listening mode for most of the 
time after being deployed at its permanent site. The system recorded many 
naturally-occurring events near the camp although most of these were due to 
thermal forcing. To acquire acoustic signals from active ice events occurring at 
remote areas from the camp, the portable ambient sound recording system was set 
at a standby mode, ready to be flown to an active site by the camp helicopter on a 
short notice. On April 16 and 19, active ice events were observed in an ice field 
about 90 nautical miles south of main camp. The system was promptly brought to 
the site and deployed beside a refrozen lead where several hours of ice rafting, 
stick-slipping and rubbing acoustical data were obtained. Part of the scenario was 
also simultaneously filmed. 

Observations of Acoustic and Seismic Radiation in Simulated Ice Interaction 
Tests: collaborative work with Coon and Pritchard 

On April 8, we deployed our geo-hydrophone system at a test site near the camp 
where Max Coon and Robert Pritchard conducted an ice failure simulation 
experiment. The test was carried out on a smooth first-year ice field adjacent to a 
rough multi-year floe. Small ice samples with individual volumes less than lm3 
were taken from the field. These samples were then used for simulating various 
failure modes associated with a ridging process. The simulation included flip- 
flopping and dropping of these samples onto the first-year ice surface, dragging 
them on dry, wet and snow-covered areas and rafting against rough surfaces. The 
testing area was encompassed by our geo-hydrophone array. Both seismic and 
acoustic signals were recorded by our system. Figures 2 and 3 are two examples of 
signals due to flip-flopping and dragging on a dry surface, respectively. As 
expected flip-flopping generated strong flexural waves on geophone channels. We 
found that ice-dragging on the dry surface induced intermittent pulsing signals 
which best simulated the stick-slip process. This becomes evident when the signal 
is compared later with stick-slipping acoustical pulses induced by natural events. 
Also, the signal-to-noise ratio for these pulsed signals is much higher on the 
hydrophone channels than on the geophones (see Figure 3). This again confirms 
that acoustic emission due to failure suffers relatively minor alteration if 
propagating through acoustical channels beneath the ice. Thus, hydrophone signals 
are superior to seismic signals for inversion of failure mechanisms. Similar tests 
were also conducted at the permanent array site. 



Observations of Acoustic and Seismic Radiation in Large-scale Ice Fracture 
Experiment: collaborative work with Dempsey 

The simulation of ice fracturing process at scales of meters to tens of meters is 
more relevant to the study of large-scale floe failure under natural forces. Previous 
field collaborations between the IOS acoustical group and Dempsey's ice fracture 
mechanics group have yielded valuable acoustic data from controlled fracture tests 
(see Xie and Farmer 1993). The SIMI program brought our two teams together 
again. This provided another opportunity for simultaneous observations of large- 
scale fracture tests on field ice using both mechanical means and the geo- 
hydrophone array. 

The test site was located adjacent to the SIMI main camp where a multi-year ice 
field had recently broken up. This created a few large multi-year floes around the 
camp. One of these floes was approximately 80m across. This thick floe 
(4 - 5 meters) covered with packed uneven snow, was surrounded by a layer of 
newly formed ice (less than 2 meter thick). The floe was chosen for the large-scale 
fracture test by Dempsey. The purpose of the test was to use a controlled tensile 
load to split the floe. The method was similar to that used in a previous fracture 
experiment (see Xie and Farmer, 1993 for detailed description). A 20-meter long 
slit was cut through the floe from its edge. A few flatjacks were inserted into the 
slit, which were then inflated with air under pressure, applying tensile loads 
throughout the entire ice thickness. At tip of the slit (or crack) a sensor was 
deployed across the open crack to measure the crack tip opening displacement 
(CTOD). Both the loading and CTOD output were controlled and monitored, 
respectively by Dempsey's system. 

The deployed geo-hydrophone array system consisted of 5 hydrophones and 5 
geophones. Hydrophones were deployed at 20m beneath the new ice around the 
multi-year floe, and geophones were deployed at cleared areas on the floe surface. 
Figure 4 shows the geometry of the geo-hydrophone array. The maximum spacing 
between hydrophones was approximately 90 meters. This array was more 
sophisticated than the one used in our 1993 Resolute Bay Experiment (which had 
only two hydrophones, and, therefore, could not independently position the 
fracture trajectory). The present array constituted an over-determined system for 
tracking the crack positions although it turned out that reliable correlation analyses 
could only be obtained through data recorded on the HI,  H2 and H5 channels 
during the early stage of the fracturing test. This is because prior to the final 
fracturing, most cracks occurred at or near the slit tip resulting in higher signal-to- 
noise ratios on channels of the three nearby hydrophones. Figure 5 shows an 
example of tip cracking acoustic signals detected by the 5 hydrophones: H3 and H4 
sensed small signals. Apart from the range effect, weak signals on H3 and H4 
channels might also result from radiation patterns of such tensile cracking sound 
which might show maximum radiation normal to the fault planes (in this case more 



or less perpendicular to the slit). It is also apparent that most detected cracking 
signals are milli-second long exponentially decaying sine waves. 

The fracture test lasted about 40 minutes during which 7 tensile loadings were 
applied cyclically to the floe. Figure 10 show the CTOD records (provided by 
Dempsey) for the entire experiment. The corresponding loading history looks very 
similar to the CTOD record (Dempsey, personal communications). From these 
results, it is evident that the floe was fractured to some extent by the loading, and 
considerable cracking occurred near the tip of the pre-cut slit. Based on the raw 
acoustic signals recorded on H1, we calculated the corresponding root-mean- 
square sound level, and presented the results in Figure 7. These rms values were 
based on statistics of raw data sliced by a 2.5-second long window. A large 
amount of noise from other activities at the site contaminated the signals, 
especially the small cracking sounds. These activities included walking and 
snowmobile maneuvering on the snow. Nevertheless, one can still identifjr the two 
major cracking events in Figure 7. To extract cracking signals from the raw data, a 
digital filter was imposed to hi-pass filter the acoustic data at a cut-off frequency 
of 2 kHz. This certainly reduced but did not eliminate the noise. To fbrther avoid 
the noise problem, we careklly scanned the audible acoustic recordings and 
successhlly identified sections of data that contained cracking signals. A more 
detailed records of rms sound level (based on windows of 185-ms long hi-pass 
filtered data) was obtained for these selected data sets. The results are shown in 
Figure 8 together with the CTOD records. It is seen that most cracks result from 
loading though maximum cracking activities occur prior to the maximum openings 
or loadings. 

To evaluate the cracking activity and its relationship to CTOD, we used the same 
selected hydrophone data sets to estimate the cracking rate, i.e., number of 
individual cracks per second. The procedures involved identifling individual cracks 
from the raw data. Since most cracks generated milli-second long pulses, these 
pulses can cause sudden increases of under-ice acoustic power at milli-second time 
scales. Thus, an 1 I-millisecond long window was chosen to segment the data. The 
rms values of these data segments were then calculated. A cracking event is 
identified if the rnls value of the data segment is greater than that of the previous 
segment by 2. This threshold was chosen based on many test runs, and proved 
reasonably robust in identiQing cracks. Cracking rates were estimated for the two 
major fracturing processes observed in both CTOD and under-ice sound level 
records. Figures 9 and 10 present the 2 cracking rates as a function of time, and 
corresponding CTOD records. 

From these results, we see that the first major fracturing process lasted about 40 
seconds with a total of 784 identified individual cracks, and the final fracturing 
took only 10 seconds with less than 200 cracks. Both processes indicated that 



cracking intensified as the load increased. However, cracking rates reached their 
maxima prior to loading peaks. 

The attempt to split the floe during the first 30 minutes of cyclic loadings did not 
succeed even though a large number of cracks were detected (see Figure 8). The 
last attempt to raise loads resulted in destruction of the flatjack. At that point, 
there were still no traceable surface fractures to confirm whether the floe had been 
split. The thick and uneven snow layers on the floe surface fbrther hindered in situ 
investigation of fracturing consequences through mechanical means. Therefore, the 
revelation of fracture development (cracking trajectories) can only be achieved 
through analyses of acoustic emissions from induced cracks. To track the locations 
of these cracks, cracking signals received by 3 hydrophones (HI, H2 and H5) were 
cross-correlated using H5 as a reference channel. Data were hi-pass filtered (at 100 
Hz) and segmented by a 90-millisecond window before performing correlation 
analyses. Peaks from each correlation results were used to estimate delays between 
time arrivals among the cracks detected on the three hydrophone channels. Figure 
11 shows 2 sets of correlation peaks for the first major fracturing scenario with 
positive values corresponding to delays between signals recorded on H1 and H5, 
and negative values between H2 and H5. Due to the intermittent nature of the 
cracking process and spatially sensitive signal strengths of cracking sounds, we 
found it necessary to interpolate these data points in Figure 11 in order to obtain 
coherent delay trends. A spline-fit model was implemented to extract the trends 
(indicated by lines in Figure 11). The fitting curves were then used to infer fracture 
development as a function of time. Based on array geometry and floe size, an 
iteration routine was developed to search for crack positions for any given delays 
on the curves. This method allowed successfbl inference of crack locations as a 
function of time, in other words the fracture history. 

Figure 12 displays the crack trajectory during the first major fracturing. The result 
was based on a 20-second long acoustic recording during the fracturing. Crack 
positions were inferred at a 20-ms time interval. Development of the crack, 
referenced to the location of HI, is given in Figure 12b as a function of time. It is 
apparent that the fracture did not advance too far from the tip of the pre-cut slit. 
Therefore, we conclude that as of this time (30 minutes into the experiment) the 
floe remained unfractured. 

To see if the last attempt was able to fracture the floe, similar correlation analyses 
were carried out for a 10-second data set recorded during the last loading. Figure 
13 shows the correlation peaks and their interpolated trends which exhibit much 
larger variations than that in Figure 1 I .  Figure 14a shows the corresponding 
trajectory. The crack locations were estimated in a 10-ms time interval. The 
corresponding crack advance is given in Figure 14b as a function of time. No 
significant crack growth (with respect to the slit tip) was observed up to the first 7 
seconds when suddenly the cracking accelerated: in less than 1 second the crack 
tip advanced more than 10 meters. 



Observations of Acoustic and Seismic Radiation from Natural Ice Rafting Events. 

On April 16, a lead of open water was spotted fiom the air. The site location was 
approximately 90 nautical miles south of the main camp. Part of the open water 
had refiozen forming a layer of smooth thin ice which was only a few centimeter 
thick. Figure 5 is an aerial view of the site. A camp was established near the lead 
and it was observed that the lead started to close in causing active ice movements. 
Audible sounds were heard in the field which were related to natural ice rubbing, 
rafting and stick-slipping processes. 

To record these signals, the portable ambient sound system was promptly flown to 
the site and the two hydrophones were deployed at the 5-m water depth through 
the lead ice. The horizontal spacing of the array was about 40 meters. A total of 3 
hours of exceptional acoustical signals were acquired from April 16- 19. These 
sounds were later correlated with various ice movements filmed with a video 
camera by Coon's group at close ranges fiom the sources. Although the camera 
and our ambient sound recording system were not synchronized, the strikingly 
similar acoustic signatures recorded by the camera's built-in microphone and our 
hydrophones allowed us to correlate some of the hydrophone data with visually 
detected ice events. The best example was a stick-slip process that occurred 
between two sliding ice sheets approximately 5-cm thick. The surfaces of the ice 
were dry and covered with frost. The sliding was in a stick-slip manner. The 
slipping frequencies and individual sliding distances were observed to be 1 - 2 Hz, 
and a few centimeters, respectively. A 100-ms long stick-slip acoustic pressure 
signal is given in Figure 1 5. 

There are two unique features. First, the signal consists of many similar pulses with 
semi-regular pulse-intervals, or using the seismological term the recurrence time. 
However, the recurrence time does vary from 2 ms to 6 ms. Second, there is a 
strong correlation between pulse amplitude and recurrence time: the larger the 
pulse, the longer the recurrence time. This correlation is illustrated in Figure 16 
where the recurrence time (obtained through auto-correlation analysis of the stick- 
slip acoustic signal), and pulse-peak are plotted on a common time base. Such 
features are consistent with earthquake faulting theory: large earthquakes result 
from large area faulting caused by the release of a large amount of stress which has 
accumulated over a longer period, thus leading to a larger signal. According to the 
seismic inversion theory of faulting processes, the width of individual pulses is 
directly related to the slipping speed or distance. The inferred slipping distance is 
associated with the smallest slipping scales that can be resolved by the recording 
system. Figure 17 shows both temporal and spectral structures of a stick-slip 
acoustic pulse. The pulse is about 0.5 milli-second long, and its corner frequency is 
of order a few kilo-hertz. 



The observed stick-slip process consisted of many spatial scales which resulted in 
multi-scale temporal structures in its emitted acoustic signals. Figure 18 is a 14- 
second long time series of sound pressure due to a stick-slip process. 

The signal is composed of groups of pulses, and the recurrence times between 
these pulse groups range from 200 to 500 milli-seconds which are much longer 
than that between individual pulses. Such time scales are associated with the 
overall sliding distance from each slip which was estimated from the video 
recording to be of order centimeters. The acoustic emission reveals another 
interesting feature of stick-slip processes: the transition from stick-slipping to 
stable sliding. The sliding caused acoustic emission of multi-frequency bands at 
approximately 700 and 1500 Hz respectively. Rather than centering at these 
frequencies, the two bands fluctuated, which probably indicates the onset of a 
nonlinear vibration mode in the sliding ice. 

Analysis and Publication Plans 

The preliminary data analyses of SIMI data show that fracturing ice radiates 
acoustic and seismic energy into the water and surrounding ice field. Although 
these signals account for very small fractions of the total energy dissipated in the 
fracturing process, they provide an opportunity to use the seismic-acoustic sensing 
technique for tracking crack development and detailed failure processes. Using 
appropriate models, one can interpret observed acoustic and seismic features in 
terms of various parameters describing the faulting process. These include failure 
scales, cracking velocity, failure recurrence time, cracking energy, etc. 

Further analysis will follow these preliminary findings: 

1. The mechanical simulation of ice failure process is intriguing. Based on acoustic 
emissions from both simulation tests and natural events, it was found that ice 
rafting and dragging on dry surface best simulated the stick-slip process commonly 
observed in natural ridging and leading processes. 

2. The large-scale floe fracturing experiment showed an average fracturing speed 
of approximately 50nz.s-'. This value is similar to that observed in 1993 Resolute 
Bay experiment (Xie and Farmer, 1993). Maximum failures are usually preceded 
by maximum cracking activities. 

3. Stick-slip processes generate unique acoustic pulses. These pulses show 
recurrence times ranging from milli-seconds to tens of milli-seconds. In some 
cases, it is observed that the pulse peak increases as the recurrence time increases. 
Stick-slip sounds also exhibit signal structures of multiple time scales ranging from 
milli-seconds to seconds. These time scales are related to various sliding scales. 



Publication is planned for each of these three components of our contribution to 
SIMI. 
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Ceo-hydrophone Array (SIMI) 

figurn 1. Codiguration of a geo-hydrophone array deplaycd at SIMI permanent site. H1.u.4.s represent 
five hydrophones fonning a 200 m x 200 m horizontal array at 20 m depth. The 5 tri-axial ,geophones 
(~1u.u) were deployed on the ice surface. The dashed line (obtained via acoustical approach) outlines an 
area of new ia. 
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Large-scale fracture test (94.04.10 07:01:00) 
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Figure 5. Acoustic signals due to tip cracking of the slit under controlled loads. Note similar signal 
strengths on H1.23 channels and weak signals on H3 and H4 
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Sound Level under SIUl Island 
(04.10.91: raw data) 
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Figurc 7. Roa-mean-square sound level based on the raw data recordcd on HI channel for the entire 
fracture esperiment. The 2- major cracking events are clearly identified but small cracking-signals arc 
masked by on-site art~ficial noise and cannot be unveiled. 

Figurc 8. Rmt-rr~c;r~~-srlu;lre sound level based on 2-kHz hi-pass darn recorded or1 t l ~  c t l ; ~ i ~ ~ ~ c l  for the 
entlre fractr~rc c\pcrlrlrcllr Aparl from being filtered, the data h a l t  bcc11 carcl'ull\ zc;rr~lrcd for audible 
c r a c k ~ ~ ~ g  s~gr~nls CIcilrl! ldcl~rified are not only the 2 major cracklrrg c \c l l~s  ~IIIL ;~lso sr11;1ll cracking 
signals Thcsc ncorrs~~c;il ~\.CIILS correlate very well with the CTOD record 
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Craclllnc Rate. CrOD ws. Time (1st major fractwlng) 
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Figue 9. Cracking rate versus rlnle during 1st major fracturing (identified in Figure 8). Also p l ~ t e d  1s 
the CTOD record for the same per~od A total of 784 cracks am identified over a %-second per~od 
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Figure 10. Cracking rate \ c r iu \  l l r l l c .  ~ l i l r ~ ~ ~ g  thc last fracrur~ng (identified in Figure 8). Also plolr~,d I.; 
the CTOD record for tllc S:IIIIC pc r~od  :\ 101al of 190 cracks ~dcniified over a 30-second period 
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Figure 11. Delay relationships between arrival times of' cracking sound at HI (solid line) and H2 (dashed 
line) for In major fracturing process (using arrival tlmes at Hs as refcrena). Empiy and solid circles are 
delay estimates based on crosscorrelations among acoustlc recordings (sliced by a 90-ms window) on the 
3 hydrophone channels. These estimated delay values are ~nterpolatcd giving delay relationships as a 
continuous function of time. r 
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Figure 12. Fracture developrr\ent during 1st nlajor ir;r;t~~r~llg. a) Crack positions on the array frame; b) 
Cracking distance as a functlon of ti~rlc ~~sir lg  t11 loc;~r~cr~r : IS  reference. 
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Figure 13. Delay relationships between arrival limes of cracking sound at HI (solid line) and HZ (dashed 
line) for the last fracturing process (using arrival times at HI as reference). 
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Figure 14. Fracture dcvclop~iicnt durltlg last fracturing a )  Crack psltions on the arm\ hl11c. b) 
Crack~ng distance as a f u n c t ~ o ~ ~  of r~nlc lrsllig HI location as rcfcrcllcc 



Figure 15. Timc series of under-ice acoustic pressure due to stick-slip ice movements 

Figurc 16. Rcc~rrrcncc tlfnc and peak pressure as a hnction of time 01 111c \ l ~ c L - ~ l ~ p  pulses shown In 
Figure I 5  N o ~ c  I l ~ c  c\\o cum cs show s~m~lar phase variations. 



Spectrml I temporal s l ~ o s t u r e s  of suck-*Up pulse 
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Figure 17. P m r  spectrum and temporal 
Etnrctun of an individual stick-sl ip acoustic 

pulst. 

Figure 18. Time senes of a suck-slip acoustic signal showing longer temporal structures 
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Scope of Model and/or Data Set 

OBJECTIVES 

The objective of the Transarctic Acoustic Propagation (TAP) experiment was to test the 
feasibility of using long-range, low frequency acoustic thermometry for climate study work 
in the Arctic [I, 2, 31. Since trans-basin propagation had never been attempted before in 
the Arctic there were several fundamental issues that needed to be resolved; (1) how much 
propagation loss would there be at 20 Hz, and would there be enough useful received en- 
ergy, (2) would the continuous wave (CW) and maximal length sequences (MLS) remain 
coherent enough to achieve sufficient narrowband processing gain, and pulse compression 
gain respectively, and (3) would there be a repeatable and predictable modelray arrival 
structure? All of these issues were resolved successfully in the affirmative. In addition the 
measured modal arrival times indicate faster propagation speeds than predicted using his- 
torical climatology. The reason for this discrepancy could be warmer water in the Arctic as 
reported during recent icebreaker CTD measurements in the Arctic [5, 61. This will be one 
of the important issues of the on-going research. 

TURPAN CAMP SOURCE 

Ice camp Turpan was established on April 9, 1994 at 83x 26 N and 27x 10 E by a joint 
U.S. and Russian team. An acoustic source built by the Institute of Applied Physics in 
Nizhny Novgorod for this experiment was deployed at  Turpan. The acoustic source was 
based on a well tested electromagnetic design [7]. The source level transmitted was 195 dB 
re 1 P a  or 250 watts acoustic. Acoustic transmissions were started at 09002 on April 17 
after a day of testing and continued through 14002 on April 22. Forty-three (31 CW and 
12 MLS) transmissions centered at 19.6 Hz each of one hour duration (except for two half- 
hour transmissions at 17.6 Hz and 21.6 Hz) were successfully completed (Table). Receiving 



TRANSARCTIC ACOUSTIC PROPAGATION EXPERIMENT 

April 1994 

Src Camp "Turpan": 83 30.0' N, 26 0.0' E (North of Svalbard) 

Rcw Camp "Narwhal": 83 52.5' N, 62 52.9' W (Lincoln Sea) 

Rcw Camp "Simim: 72 59.9' N, 149 35.8' W (Bwufort Sea) 

FIGURE 1. Geographical locations of t,he source and receiver camps during the 'l'AP experiment 

acoustic arrays were located in the Lincoln Sea at ice camp Narwhal, and in the Beaufort 
Sea at ice camp SIMI (Sea Ice Mechanics Initiative) (see following section). A 19 element 
vertical array was deployed at Narwhal with the elements spaced at approximately every 
30m. The locations of the source- and receiver camps are shown in Fig. 1. 

SIMI CAMP RECEIVING ARRAYS 

With the primary objective of monitoring and localizing ice activity during the Spring SLMI 
field experiment, MIT/ WHO1 deployed 2 hydrophone arrays, approximately 300m from the 
main East Camp area, both of which were also used for recording the TAP transmissions in 
the period Apr.17-22,1995. A vertical line array (VLA) of hydrophones, having 32 sensors 



"TURPAI" t ransmiss ions .  A l l  t ransmissions on " regular  schedule" except 
where noted. S t a r t  t imes shown, one hour t ransmission.  

Date - 09002, 1100z, 13002, 15002, 17002 (day schedule) 
19002, 22002, OlOOz, 04002, 07002 (n ight  schedule) 

4/15 - Source t e s t i n g  i n  a i r  and O 6m depth 
4/16 - Source t e s t i n g  a t  6m, 20m, 30m, 40m, 50m, 60m depth 

1930-20302 19.60746Hz 6 190 dB 
4/17 - CY, CY, U255(note I ) ,  CW, U51l(note 1 )  

CW, CW, CW, CW, CW 

A l l  U-sequences on and a f t e r  4/18 a r e  12.5 cyc le s /d ig i t  

- Secured transmissions - 

4/19 - 15002-16302 in t e rmi t t en t  source t e s t i n g  
16302-17002 CW Q 21.6 Hz 
19002-20002 CW Q 19.6 Hz 
20402-21002 CW O 17.6 Hz 
22002-23002 U255 

CW(note 3 ) ,  U255, CW ( r egu la r  n ight  schedule s t a r t i n g  8 0 1 0 0 ~ )  

4/20 - CW, CW, U255, CW, U51l(note 4)  
CW, CW(note 5 ) ,  CW, CW(note 7 ) ,  CW 

4/21 - H127, CW, U1023, CW(note 6 ) ,  U5ll(note 8)  
CW, CW, cw, CW, CW 

4/22 - H127, CW, U255(note 9) 

- End of experiment - 

Motes: 1: 25 cyc le s /d ig i t  +/-pi/4 modulation 
2: generator  (and rubidium clock) turned off  a f t e r  t ransmission 

3: t h i s  CW and a l l  fol lowing C W ' s  6 19.6Hz 
4: t h i s  sequence had problems during t ransmiss ion ,  source 

unable t o  make phase t r a n s i t i o n s  c leanly  
5: CW s i g n a l  went of f  and then on a t  -22262 
6: tone  went of f  and on again twice around 15142 
7: s i g n a l  went off  6 04582 e r r a t i c  u n t i l  05002 
8:  p i /2  phase s h i f t s  observed -17302 
9: waveform d i s t o r t e d  poss ib l e  mechanical problem 

linearly spaced from a depth 62 to 279 meters was deployed at the APEX site shown 
in Fig. 2. Surrounding this APEX was a horizontal array consisting of a 12 hydrophone 
circular deployment augmented by 12 additional sensors on nominal north-south and east- 
west legs 240m in length. Prior to the Transarctic Acoustic Propagation receptions, 8 more 
hydrophones were deployed for a total of 32 in the horizontal array (HA), all at a depth 
of 60 m. Fig. 2 labels nominally indicate the direction and range in meters of sensors as 
surveyed relative to the APEX. The sensitivities of the HA and VLA sensors was -16OdBV 



Arrays and Sources 

-500 o 500 
Meters EAST 

FIGURE 2. Seismo-Acoustic arrays deployed by MIT/WHOI on and around the East Camp 
floe. A total of 32 hydrophones were deployed in the horizontal array in a combined circular/cross 
configuration. A 32 element vertical array was deployed at  the horizontal array apex. Two J-9 
acoustic sources (J9A and J9B) were deployed for sensor tracking. 

and -175dBV pPa/ & respectively. 
With the exception of breaks for generator maintenance, data were acquired and stored 

continuously on 8mm tape (Exabyte), &om a set of these sensors according to the table 
below. 

DATE ( Apr ) #data ch BU(Hz) time/tape tape #s qTY data 
.................................................................... 
4 - 13 24 HA 300 26 hr 1 , 3 -  14 42 GB 
14 32 HA, I6 VLA 300 10 h r  15 3.5 
15 32 H A ,  I8  VLA 300 10 h r  16 3 .5  
16 - 18 32 HA,25 VLA 300 10 hr 17 - 22 23 
18 - 23 32 HA.32 VLA 300 10 h r  23 - 33 45 
23 32 HA 2700 2.5 h r  34 - 37 16 

Two USRD J9 acoustic sources were deployed and each driven with a dual tone signal 
for use in localizing the VLA channels. Consequently, during the period 15-23 April, tonals 
in the 64 to 76 Hz region are evident. 

Findings to Date 

MIT/WHOI MODELING AND ANALYSIS 

In parallel to their SIMI analysis work, hfIT/WHOI has devoted a significant part of their 
effort to understanding the long-range Arctic acoustic environment. Existing propagation 
models in combination with new ice scattering theories are used to isolate the significance 
of individual acoustic signatures as indicators of climate-related changes in the ice cover 
and the oceanography. Also, with the effect of TAP experiments on marine mammals being 
an important environmental concern, MIT / WHO1 has been investigating the feasibility of 



using large-aperture acoustic arrays for tracking whales, in turn allowing for monitoring 
behavioral changes associated with deployment of tomgraphy sources. 

Resolution Analysis 
An area where the MIT group has achieved significant progress in the past couple of years, 
and which is of direct relevance to the TAP effort, is the development of models representing 
the theoretical resolution properties of ocean acoustic tomography. The cornerstone of this 
work, which builds on the pioneering MIT/WHOI work in matched field processing [8,10], 
is a theoretical representation of the optimal resolution a particular sensor system can 
achieve in any relevant parameter. This modeling work is described in several publication 
[15, 16, 21, 221. 

Comparison of ice scattering theories 
Scattering theories developed at MIT by LePage & Schmidt [ll, 141 and Kudryashov [23] 
have been used to predict long-range transmission loss in the Arctic. Kudryashov's method 
is based on perturbing an impedance boundary condition at the interface, while LePage 
& Schmidt's method uses a boundary operator approach to perturb all boundary condi- 
tions at the rough interface. Earlier comparisons showed very close agreement between the 
approaches [24], but this apparent agreement was seen because the MIT group had not 
included the effects of attenuation in the ice. Fig. 3 shows mode attenuation coefficients for 
scattering from the ice sheet calculated using the two methods, using a historical sound 
speed profile (GDEM) and typical ice parameters. The results in Fig. 3 were obtained as- 
suming top and bottom of the ice to be rough, with identical but uncorrelated roughness 
statistics. Expressions from Kudryashov's paper, including ice attenuation, give nearly iden- 
tical results to the MIT approach with zero ice attenuation. When attenuation is included, 
i.e with the two approaches modeling the same physical scenario, the boundary operator 
approach yields much higher mode attenuations as is evident from Fig. 3. Both approaches 
predict lower loss if the ice surface more realistically is assumed to be less rough than 
the bottom, but also in that case the MIT approach yields significantly higher losses than 
Kudryashov's approach. 

This disagreement can be understood by considering scattering from a rough fluid-fluid 
interface. The boundary operator approach ensures that both the mean and scattered fields 
satisfy the two boundary conditions at the rough interface. The impedance boundary condi- 
tion, however, is only a single boundary condition based on the the unperturbed reflection 
coefficient. As a result an expression for the scattered field derived from the impedance 
condition alone cannot satisfy both boundary conditions at the rough interface. 

Sensitivity to ice parameters 
LePage & Schmidt's [14] model can be used to study the sensitivity of modal attenuations 
and group speeds on parameters of the ice cover. Based on ice measurements it is assumed 
that ice thickness and roughness are correlated. Preliminary results show propagation has 
the highest sensitivity to ice thickness/roughness and roughness correlation length (each 
gives z f 0.008 dB/km attenuation changes and x f 0.1 m/s group velocity changes for 
mode 1 over the parameter range studied), less sensitivity to shear attenuation, and very 
little sensitivity to wave speeds or compressional attenuation in the ice. These results are 
qualitatively similar to the results obtained using the impedance scattering theory [25], but 
the MIT approach predicts a greater effect due to changing thickness. 
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FIGURE 3. Mode attenuation comparisons. Both surface and bottom of ice cover are rough. Mean 
ice thickness H = 4 m., RMS roughness a = 2 m., correlation length L = 22 m. Triangles represent 
Kudryashov's approach while the MIT approach yields results marked with squares. 
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FIGURE 4. Data--model comparison. Top: VLA data, channel 27 Bottom: Coupled mode simulation 

Time-series modeling 
The mode code KRAKEN is used to generate time series simulations for the TAP scenario, 
with LePage's SELFCON code used to specify the boundary condition at the ice. Historical 
sound speed profiles (GDEM) are used for the modeling. Our results show that higher 
modes are strongly affected by mode coupling at the Lomonosov ridge. We also note that 
the sound speed profiles change gradually between the warmer Atlantic water and the cooler 
water in the Canadian basin. Gavrilov et a1 [25] report strong inter-annual variations in the 
penetration of the Atlantic water into the Arctic. Since mode arrival times are much more 
strongly affected by the front location than by any ice parameters, knowledge or estimation 
of the oceanography is quite important. 

Figure4 compares a pulse compressed arrival on the SIMI array at a depth of 272 m 
with a coupled-mode calculation for propagation of a Gaussian pulse, plotted vs. relative 
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FIGURE 5. "Wat8erfalln display of whale calls recorded in t,hr Franl St,raits during CEAREX-89 

arrival time. Individual modal arrivals are identified on the simulation result (lower trace). 
Although dispersion of the Gaussian pulse complicates the comparison, such simulations 
are used to identify modal arrivals in the data. We can explain differences in the detailed, 
relative modal arrival times by assuming that the warm Atlantic water penetrated deeper 
into the Arctic during the experiment than is shown in the historical sound speed data. If 
the front is shifted 500 km further along the path then the mode 2 - mode 3 separation 
largely disappears and the other modes shift slightly, giving even better agreement with the 
data. 

Marine Mammal Tmcking 
The amount of marine mammals detected in the SIMI experiments were extremely sparse, 
both at the source and the receiver camps. This observation is consistent with the experience 
of the MIT/WHOI group that apart from the immidiate vicinity of the ice edge, the Arctic 
Ocean is extremely sparse in marine mammal population, whales in particular. This is an 
encouraging result since it hopefully will make it less likely that mammal protection issues 
become an obstacle to future TAP experiments. 

To address the feasibility of using large aperture arrays for tracking the whales, MIT/WHOI 
has been analysing the CEAREX data, very rich in mammal sounds due to the fact that 
this data were recorded very close to the ice edge in the F'ram Straits. The digital data 
collected from the full array had insufficient bandwidth for this analysis, and instead the 
analog data recorded over a wide band on 12 sensors have been scanned for mammal sounds 
and digitized. Windowed frequency analysis has been applied to this data to generate the 
"waterfall" displays usually used by marine biologists for identification. Fig.5 shows an 
example. Spectral-coherent focused array processing is currently being applied to track this 
and other whales identified in the data set. This work is performed in coordination with 
marine biologists at WHO1 (K. F'ristrup). 

SAIC/RUSSIAN MODELING AND ANALYSJS 

The SAIC group is working closely with Russian groups in Moscow, Nizhny Novgorod and 
St. Petersburg. Russian propagation codes referred to earlier [24] have been used to model 
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FIGURE 6. Pulse compression response of 255 digit MLS showing distinct mode arrivals. 

the TAP transmissions and have been compared to SAIC developed codes for fully coupled 
bottom interacting normal mode propagation [28, 291. Figure6 shows the result of pulse 
compression processing of a 255 digit MLS signal from April 20 at 13002 plotted with the 
modelled result. Comparison of these results with the MIT group results is very favorable. 
Note the difference in the travel time especially for mode 2. It is this difference that could 
be attributed to warmer water in the Atlantic Intermediate layer (AIW) which is consistent 
with preliminary modelling results, and the reported warming from the ice breaker cruises 
in 1993 and 1994. These results indicate a that warmer AIW is extending further into the 
Arctic Ocean towards the Lomonosov Ridge extending the shallow surface duct common in 
the Eastern Arctic further west. This increases the decoupling of mode 2 fiom the surface 
causing less ice loss, less dispersion, and a faster travel time. 

Exceptional stability and coherence of the CW and MLS data has permitted optimal 
signal processing gains. Since all of the MLS signals were modulated at f a /4  half of the 
energy was in the carrier at 19.6 Hz. A complete phase history during the TAP experiment 
has been calculated using the CW and MLS sequences. The phase changes track the GPS 
navigation very closely. RMS phase noise is very small, in the range of a hundredth of a 
cycle at 19.6 Hz. This corresponds to an integrated temperature change along the acoustic 
path of approximately .0001 degrees C. The precision afforded by the phase detection looks 
very promising for phase tomography which relies on vertical array modal beamforming for 
separating the modal arrivals. This approach as compared to the conventional time domain 
MLS tomography will be part of the on- going research effort. 

Analysis and Publication Plans 

The MIT group will continue the development of more complete models of propagation 
and scattering in and below the Arctic ice cover. We have established a world leadership in 
this area, and several publications are in the publishing pipeline [18,19,20]. A Ph.D thesis 
presenting an integrated scattering formulation for waveguides, including volume and rough 
interface scattering, will be finished in 1995. This thesis will have a specific section on the 
TAP modeling effort. Another thesis is expected to be finished early 1996, describing a new 
spectral approach to seismo-acoustic modeling in range-dependent , fluid-elastic waveguides. 



This work extends the fluid formulation described in Ref. [20]. 
The theoretical work at MIT on the resolution of acoustic tomography will be presented at 

a couple of international conferences in 1995 [21,22], and a journal paper is in preparation. 
The SAIC group and the Russian group will continue to work on the implications for 

climate monitoring using acoustic thermometry in the Arctic. Preliminary results with 
have been presented at several ASA meetings, the Scientific Committee for Ocean Research 
(SCOR) meetings and the upcoming ICA 1995 [30,31,32,33] Our Russian colleagues have 
prepared numerous reports [24, 25,261. In addition to the analysis plans reported above, we 
intend to pursue the issue of Acoustic Intensity Tomography to invert changes in intensity 
along propagation paths to determine changes in ice thickness and roughness which is one of 
the most important elements of acoustic monitoring in the Arctic. We expect to work closely 
with the MIT group on this effort. An article for EOS will be submitted in March 1995 on 
the TAP experiment and preliminary results. An article for Nature is being prepared now 
and may be published as a companion paper with the ice breaker results. Papers will be 
presented at the upcoming ASA in May 1995 and Oceans 95. 
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Sea Ice Failure Mechanisms 

Robert S. Pritchard 
Icecasting, Inc. (ICI) 
1 1042 Sand Point Way N.E. 
Seattle, WA 98 125-5846 
TeVfax: (206)363-3394 
E-mail: rsp@halcyon. com 

Scope of Model and/or Data 

The goal of ICI's research is to understand the mechanical behavior of sea ice on structural, 
meso, and geophysical scales and to develop models that accurately describe both the 
dynamical and acoustical behavior. We now have the ability to describe the presence of 
individual ridges, rafts, and leads in larger scale models by describing ice behavior as an 
anisotropic elastic plastic materid [Coon, et al., 19921. Thus, our attention can focus on 
estimating failure loads and acoustical sources of individual processes. 

Controlled-load Tests -- This task focused on conducting tests that isolate individual failure 
mechanisms that contribute to ridging and rafting. ICI studied rafting, over-ride, under-ride, 
beam bending, block dropping, flopping, and splashing jointly with Dr. M. D. Coon and other 
NWRA investigators. Each experiment approximated the behavior of in situ sea ice, except 
that the process was isolated and the loading was applied artificially. Acoustic emissions for 
the tests were determined jointly with Drs. D. M. Farmer and Y. Xie (10s) and Dr. H. 
Schmidt (MIT). 

We conducted over thirty tow tests and forty other tests (see the Coon, Echert, and Knoke 
paper in this volume for another description). These tests were conducted at the Football 
field (Map 4, D6), East Pond (Map 4, C6), South Camp (about 18 km south of East Camp), 
and the IOS site (Map 4, B6). 

Finger Rafting -- This task attempts to identifjl the conditions that control whether ice fails 
in simple or finger rafting. Rafting, in general, has received less attention than ridging, 
perhaps because its behavior appears to be less complicated and because it occurs most 
frequently in thin ice. However, since vertical heat transfer rates are much larger through 
open water and thin ice, the mechanisms that affect rafting could be important in describing 
the distribution of open water and thin ice, which is important to climate dynamics. 

Plate Bending -- Static and dynamic plate bending tests were conducted on thin ice. Our 
goal was to estimate elastic properties and characteristic lengths directly from deflections of 
the plate. 

Thicknesses ranged over about 6-16 cm. At least the bottom half of each ice plate was 



porous, dendritic growth with no appreciable strength. These results will provide information 
that may help to gain understanding of finger rafting. ICI studied plate bending jointly with 
Dr. T. B. Curtin, ONR. 

Characteristics and Leads - This task has the goal of learning if the characteristic directions 
of a plasticity model can describe the lead patterns observed in imagery. This idea has been 
of interest for about two decades. Some investigators have assumed that classical plasticity 
models with a Coulomb yield surface explain observed behavior. I am less certain, and wish 
to learn if and under what conditions such a relationship exists. 

Findings to Date 

Controlled-load Tests -- The drop tests have been analyzed to estimate the acoustic 
emissions. These results will appear in Pritchard, et al., [1995]. This work was performed 
jointly with NWRA and 10s. The acoustic signal generated by the first impact is isolated 
fiom the flexural wave (see Figure 1). The flexural wave is confined near to the surface and 
is dispersed by irregularities in the ice sheet and therefore does not propagate to the far field. 
The acoustic signal is approximated as a dipole source. We have found that the ratio of total 
radiated acoustic energy to the kinetic energy at impact is about 10xlOd when the ice sheet 
is bare (Figure 2). This is true when blocks are dropped flat, at an angle, or tipped from 
standing on edge. The ratio is reduced to about 2x10d if the ice sheet is covered by 1 cm of 
snow. The acoustic spectrum of a block tipped over and flopped onto a snow-covered ice 
sheet is shown in Figure 1. The first impact acoustic emission and the flexural seismic signal 
are shown separately here. When the ice sheet is bare, the spectrum above 200 Hz increases 
by about 10 dB. 

Results of one over-ride test have been analyzed. Stick-slip behavior is observed, as with 
other sliding tests.' The force and noise histories are shown in Figure 3. This figure was 
prepared by Dr. Y. Xie and will appear in Pritchard, et al. [1995]. Please see the Coon, 
Echert, and Knoke paper in this volume for another description. 

A simple dynamic model of the stick-slip motion of a block pulled by a flexible cable and 
restrained by Coulomb friction is being analyzed. The model will be usefbl for estimating 
static and dynamic fiiction coefficients and the spring constant of the cable. This analysis will 
also show which parameters affect the time between slippage. This result will provide 
information on the flexibility of the ice cover because we have such data fiom noise 
observations during rafting events at South Camp. 

Finaer Rafting -- Prior to this study, ICI proposed that finger rafting might be explained by 
considering the two dimensional bending of a semi-infinite elastic plate. The idea is that 
fbndamental solutions of an elastic flat plate vary in two directions, and these variations are 
coupled in specific and known ways. If the edge of the semi-infinite flat plate is loaded, 
variations along the edge may be expanded in a Fourier series. The hills and valleys along this 



edge, when compressed by other ice, can easily be penetrated, forming fingers. For each of 
the higher modes, finger width is determined as a hnction of ice thickness, elastic properties, 
and buoyancy. The zeroeth mode has no variation in they direction so that its behavior is 
analogous to  deflection and bending of a beam. This mode can help explain simple rafting. 
Half-wavelengths for the n-th mode are 

First mode (n = 1) finger widths are shown in Figure 4 for nominal material property values: 
p, = 1026 kglm3, E = 3 GPa, and v = .3. 

Several data points were obtained previously fiom LEADEX (courtesy of Dr. J. Morison) and 
the SIMI Pilot Experiment (courtesy of Dr. M. Coon). Two additional points were measured 
during SIMI. 

The observed finger widths do not agree with the modeled finger widths, unless the Young's 
modulus is increased by nearly-two orders of magnitude, or the thickness is roughly tripled. 
The effective thickness (if the porous, dendritic skeleton were neglected) would be smaller 
than the nominal thickness used in the plot, which would cause the comparison to  be even 
worse. Also, while the elastic constants are not well-known for very thin ice, they cannot be 
so different for 20 cm-thick ice. Therefore, I must conclude that the elastic plate model does 
not explain finger rafting. The bending experiments described in the next paragraph were 
designed to help provide new information on finger rafting. 

A finger raft of very thick ice ( 1.4-1.6 m) was observed. The feature was named Jay's 
Fingers. We were surprised to  find that ice of this thickness rafted and even more surprised 
that it formed fingers. It is generally thought that only thin ice can form finger rafts. It had 
finger widths of about 100 m. We drilled this feature to  determine ice thickness and to 
confirm that it was a finger raft rather than a sinewy ridge. It was. A photograph of the area 
is presented in Figure 5. 

Plate Bending -- Our first static bending test of 9.5 cm-thick ice (of which about half was 
porous, dendritic growth without strength) did not deflect according as an elastic material. 
The nearest measurement was about 1.5 m from the load (a ring load having diameter 0.6 m) 
and no deflection was observed beyond this radius. It is likely that a plastic hinge formed 
somewhere within this radius. 

Characteristics and Leads -- Large scale flaws can form along characteristics if boundary 
geometry and forcing by wind and current combine to cause a discontinuity in the velocity 
field [Prztchard, 1988, 1991, 19921. These flaws might not be noticed until a later time when 
divergence occurs. A series of flaws can be created as the ice moves past the location where 



the velocity discontinuity is located. When uniaxial opening or pure shearing occurs, leads 
are observed to be perpendicular to the direction of maximum opening. When not aligned 
with the original directions of the flaws, the opening first appears as jagged lines. The 
original characteristic directions remain apparent until continued opening makes the single 
principal direction dominant. When pure opening occurs, the original characteristic directions 
remain apparent. 

Analysis and Publication Plans 

Mechanical Behavior of Ice during Rafting 
The Range of Acoustical Emissions fiom Ice during Rafting 
An Example of Finger Rafting of Thick Ice -- Jay's Fingers 
Bending of Thin Ice Sheets 
Sea Ice Leads and Characteristics 
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Figure 1. Spectrum of block of ice tipped over and flopped onto the ice sheet. The insert 
shows the acoustic pressure time history. 
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Figure 2. Comparison between total radiated acoustic energy and impact kinetic energy 
for 16 Drop Tests. 
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Figure 3. Stick-slip behavior an ice block over-riding the ice cover for Test 8- 13. Towing 
force and acoustic emission are shown. 
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elastic plate and observed widths of finger rafts. 
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Figure 5. Photograph of Jay's Fingers. Thick ice (1.4-1.6 m) was rafted 
into 100 m-wide fingers. 



Sea Ice Mechanics Research: Tomographic imaging of wave 
speeds and acoustic emission event localization 

Subramaniam D. Rajan, Woods Hole Oceanographic Institute, Woods Hole, MA 02543. 

Description of exper iment  

The objectives of the experiment are as follows. 

Determine the evolution of wave speeds in sea ice in a region close to a ridge and 

investigate relationships between changes in wave speed structure to activities in 

the ridge. 

Monitor acoustic emission events caused by ice cracking or other events with a 

view to classify and localize the events and study the correlation between the 

type of event and its location. 

The field experiment, therefore, consists of two components i.e., (i) an active (to- 

mography) system and (ii) a passive (acoustic emission) system. The tomography 

experiment is designed to investigate the evolution of wave speeds in sea ice. The pas- 

sive system monitors acoustic emission events caused by cracking or other processes 

taking place in the ice. Further, the location of the acoustic emission events will be 

determined by combining the wave speed information obtained from the tomography 

experiment and the arrival time of acoustic emission signals. The experimental site is 

marked Rajan's site 2 in Map 2(G5). 

The layout of the arrays for the active and passive systems is shown in Figure 1. 

The tomography (active) system consists of two separate sets of arrays deployed one 

on either side of the ridge. The ridge feature separates the main floe from a re-frozen 

lead region. The vertical arrays, which can either be a transmitter or a receiver array, 

comprise nine elements. The first six elements are 0.5 m apart with the rest at  2 m 

spacing. In addition to the vertical arrays, horizontal arrays are deployed near the top 

surface of the ice as shown in Figure 1. These elements are placed 0.5 m from the ice 

surface and the arrays consist of transmitters and receivers placed alternately. Note 

that arrays whose label starts with the letter T are transmitter arrays and those with 

R are receiver arrays. The passive system consists of six receivers PL1 through PL6 
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deployed in the region close to the arrays as shown in Figure 1. Of the six receivers, 

two are in the water column and the rest are placed in the ice sheet. All the elements 

in the ice sheet ( belonging to both the systems ) are frozen in. 

A. Active system operation 

The system performs experiments repeatedly and the time interval between exper- 

iment can be preset. An experiment is defined as the sequential excitation of each 

transmitter with a 12 KHz ping with synchronized time series acquisition of the re- 

ceived signal by all receivers one a t  a time. When all transmit-receive paths have been 

excited and all corresponding data  recorded, the experiment is complete and the system 

is shut down until it is time for the next experiment. 

The block diagram (Figure 2) shows the modules required to perform these func- 

tions. The main functions of the array and system controller are as follows. 

Array controller: Connects the selected transmitter to the transmit circuitry, and 

connects the selected receiver to  the front end and digitizer circuitry. Performs 

automatic gain control and collects the data. 

System controller: Determines the sequence of array pairs to be used. Communi- 

cates with the array controller, collects the acquired data from the array controller 

and sends it the disk recorder. A subset of the data is sent to the ARGOS for 

transmission. At the end of the experiment, turns off system power except for 

the timer circuit. 



A more complete description of t,he system is given i n  Reference I .  

B. Passive svstem o~eration 

The passive system comes into operation when the active system shuts down be- 

tween experiments. During this period the phones which comprise the passive system 

are in a listening mode. The signal received by PL1 is used to decide whether an acous- 

tic emission event has occured. This decision is based on short and long time averages. 

Once an event is detected, the signal at all six hydrophones for a specified time interval 

before and after the event are acquired. In order to prevent the logger from filling up 

with data over a short period of time, only a specified number of events is allowed per 

hour. This limit is preset. If the number of events during the time interval exceeds this 

limit, events in excess of this limit will be ignored. On the other hand if the number 

of events is less than the specified number then the allowable number of events for the 

next time period is augmented by this shortfall. The signals at  each of the hydrophones 

are digitized at  a sampling rate of 15 KHz per channel and recorded on a data logger 

separate from the one used for the active system. The logger is also housed along with 

the active system electronics. 

Data 

Both the active and the passive systems were deployed during November 2 - 11, 1993. 

The system went into autonomous operation on November 12, 1993. 

Around November 30, 1993 the region near our site became very active with large 

cracks occuring a t  a number of locations. Since there was the possibility of losing the 

system and the data logger, the decision was made to remove the electronics package 

from its housing before the region became unapproachable. The system was therefore 

recovered on December 4, 1993. The available data pertains to the short time period 

of about 20 days. 

A. Active svstem 

The data of the tomography system are the signals acquired a t  each of the receivers. 

The signal acquired by the receivers in the vertical array RCO for a pulse transmitted 
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Figure 3: Signals acquired a t  array RCO. Transmitter TC13 

by transmitter TC13 in the horizontal array TC1 is shown in Figure 3. The data for 

each experiment consists of data from 1595 source/receiver combinations. The time 

interval between experiments was preset to be 3 days. However, due to some defect yet 

unidentified, the actual interval between experiments was 6 days. Therefore the data 

collected correspond to experiments performed on November 12, 18, 24 and 30, 1993. 

B. Passive listening ex~eriment 

As described earlier, the acoustic emission data are collected at  each of the six 

receivers comprising the system. An example of an data for an acoustic emission event 

is shown in Figure 4. During the period the system was in operation a total of 370 

events were detected. 

Analysis of data 

A. Active system data 

The time taken by an acoustic pulse to travel from a source to a receiver is determined 

from data. This travel time ( t )  is related to the bulk wave speed in the medium by the 

ray equation 
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Figure 4: Data acquired by passive system. (Event 251) 

where dl is the differential length along the ray path and C(Z) is the wave speed as a 

function of its spatial coordinates 3. By using a combination of sources and receivers, 

the entire region between the vertical arrays is covered by a matrix of rays, and the 

travel times for the pulses to travel along different ray paths are obtained. Using this 

travel time information one can estimate the wave speeds in the region between the 

vertical arrays. Details of the inversion procedure are given in [2]. 

It  was observed from trial transmissions done prior to November 12, 1993 that the 

SNR of signals for paths across vertical arrays was low when the paths were through 

ice. This was because of the high attenuation of the signals during their passage 

through the ice and we attributed this to the condition of the ice. We had hoped that 

during the winter, the condition of the ice would improve resulting in a higher SNR 

for paths through the ice. Since the system was recovered in early December such 

improvements did not take place. The data acquired has very low signal to noise ratio 

for ice paths between elements in the vertical arrays making it difficult to determine 

the travel time for these paths. This restricts the number of paths that can be used 
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Figure 5: Compressional wave speed profiles at arrays TAO, RAO and RCO 

in the inversion. However we notice that for paths between elements on the horizontal 

array and the vertical array adjacent to it the SNR is high and therefore one can 

use VSP geometry to determine the compressional wave speed profiles a t  the vertical 

arrays. The compressional wave speed profiles at the vertical arrays TAO, RAO and RCO 

obtained using the VSP approach from November 12, 1993 tomography experiment 

data are shown in Figure 5. We note that the compressional wave speed in the ice at 

the location of arrays TAO and RCO is practically constant. An examination of the 

temperature structure in the ice reveals that it is almost isothermal with temperature 

of -1.5" C for the bulk of the ice with a 0.5 m layer at the top surface of temperature 

-3.0' C. Further the we note that a t  the array RAO the ice is thin with the wave speed 

much lower. This reduced wave speed is because of the presence of under-ice melt 

ponds in this region. 

B. Passive svstem data 

Classification of signals 

It is known that the acoustic emission signal characteristics are related to the mecha- 

nisms that caused it. Examination of about 100 events recorded during this experiment 



yielded six types of signals. These types together with their spectrogram are shown 

in Figure 6. All the signals were acquired by PLl,  the phone which is located in the 

water column. It may be seen that the spectral characteristics of each of these signals 

are different. It is possible therefore to use the spectral characteristics of the signal 

to classify the signals. Schemes for classifying short duration signals that make use of 

spectral information as well as other information such as signal duration, bandwidth, 

AR model coefficients have been proposed [3]. 

Acoustic emission source location 

The signal to each of the PL element arrives at  different times depending on the location 

of the source as seen in Figure 4. The arrival time information together with the wave 

speed information obtained from tomography experiment can be used to determine the 

location of the source. This problem has been well studied and a number of algorithms 

proposed to determine the source location[4-61. 

Proposed analysis 

The data obtained will be analyzed to obtain the following. 

1. Compressional wave speed profiles in the ice. Since the transmission in the hor- 

izontal across arrays has very low SNR, the data which correspond to paths in 

the vertical will be used and the compressional wave speed as a function of depth 

will be inferred. 

2. The acoustic emission data will be analyzed and the signals classified. Techniques 

used in other areas for classification of signals will be used to identify and classify 

the signals. 

3. The location of various emission events will be determined and the correlation 

between the type of event and its location will be studied. 

4. Efforts will also be made to study the inverse problem of determining the source 

signature from the signal recorded at the passive system hydrophones. 

It is proposed to publish the results of the analysis in journals such as the Journal of 

the Acoustical Society of America and Journal of the Geophysical Research. 
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Scope of Model and/or Data Set 

The primary objective of the Sea Ice Mechanics ARI is to develop a fundamental un- 
derstanding of the mechanical behavior of sea ice undergoing environmental forcing due 
to currents, wind and heat flux. The several Arctic acoustics experiments of the past have 
made it clear that ice fracturing is the dominant source of ambient noise, in turn suggesting 
that this forms the major component of the physical processes leading from environmental 
forcing to the development of macroscopic ice features such as ridges, leads and raftings. 
On this background, the specific objective of the MIT/WHOI effort is to develop a ba- 
sic understanding of these ice fracturing processes and their relation to the environmental 
forcing, in particular in terms of their role in the ridge building process. 

Ice interaction is a dominant factor in Arctic acoustics and another objective is to use 
the data recorded during SIMI from both artificial sources and natural sources such as ice 
events and mammal sounds to improve the understanding of this interaction, in particular 
in terms of coupling into seismic waves in the ice cover. 

SIhII-94 EXPERIMENTAL EFFORT 

Surveillance Hydrophone Array 
As a mechanism for monitoring and localizing ice activity during the Spring SIMI field 

experiment, MIT/WHOI deployed 2 hydrophone arrays, comprising an icemicity "surveil- 
lance" capability approximately 300m from the main camp area. A vertical line array (VLA) 
of hydrophones, having 32 sensors linearly spaced from a depth 62 to 279 meters was de- 
ployed at the APEX site shown in Fig. 1. Surrounding this APEX was a horizontal array 
consisting of a 12 hydrophone circular deployment augmented by 12 additional sensors on 
nominal north-south and east-west legs 240m in length. Prior to the Trans Arctic Propaga- 
tion receptions, 8 more hydrophones were deployed for a total of 32 in the horizontal array 
(HA), all at  a depth of 60 m. Fig. 1 labels nominally indicate the direction and range in 
meters of sensors as surveyed relative to the APEX. The sensitivities of the HA and VLA 
sensors was -16OdBV and -175dBV pPa/ respectively. 
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FIGURE 1. Seismc-Acoustic arrays deployed by MIT/WHOI on and around the East Camp 
floe. A total of 32 hydrophones were deployed in the horizontal array in a combined circular/cross 
configuration. A 32 element vertical array was deployed at  the horizontal array apex. Two J-9 
acoustic sources (J9A and J9B) were deployed for sensor tracking. RLAM's were deployed N of Mt. 
Odyssey and on East Pond, in addition to more remote deploments. 

With the exception of breaks for generator maintenance, data were acquired and stored 
continuously on 8mm tape (Exabyte), from a set of these sensors according to the table 
below. 

DATE ( Apr ) #data ch BW(hz) time/tape tape #s qTY data 

.................................................................... 
4 - 13 24 HA 300 26 hr 1,3 - 14 42 GB 
14 32 HA, 16 VLA 300 10 hr 15 3.5 
15 32 HA, 18 VLA 300 10 hr 16 3.5 
16 - 18 32 HA,25 VLA 300 10 hr 17 - 22 23 
18 - 23 32 HA,32 VLA 300 10 hr 23 - 33 45 
2 3 32 HA 2700 2.5hr 3 4 - 3 7  16 

A subset of the recorded data were processed in realtime to develop a series of displays, 
Fig. 3 is an example, indicating the level and region of local ice activity. These results were 
used to select sites for deploying autonomous Radio LAN Acquisition Modules, (RLAMs) 
that acquired geophone data in the near-field of apparently active sites. 

Two USRD J9 acoustic sources were deployed and each driven with a dual tone signal 
for use in localizing the VLA channels. Consequently, during the period 15-23 April, tonals 
in the 64 to 76 Hz region are evident in the recorded data. 

Geophone Clusters 
Ice motion, either as a result of natural activity or induced events, was measured directly 

by portable RLAM systems, each equipped with 5 - 3 axis geophones and 1 hydrophone. 
These systems were deployed a t  8 sites in the vicinity of the SIMI-94 East Camp for varying 
times throughout the experiment. Data was telemetered via a radio local area network to a 
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FIGURE 2. Barometric pressure and wind speed recorded during SIMI-94 experiment. 

receiving system located at the MIT/WHOI science hut a t  the SIMI-94 East camp where 
it was stored on 8mm tape in a format similar to the "surveillance" system. The data 
bandwidth varied from 400 to 1600 Hz depending on whether 1, 2 or 3 RLAM units were 
operating simultaneously. 

Data was acquired during selected times from 7 April through 18 April depending on the 
schedules of other experiments, such as induced fracturing and ice block drops as well as 
the detection of natural events. During the remainder of the experiment through 23 April, 
3 RLAM units were kept in continuous operation near Mt. Odyssey, Ewart's site, the large 
lead just to the north of camp or the RLAM site 4km to the east. Data acquired from 
RLAM systems totals over 100 GB. 

During the first week of RLAM use from 7 to 13 April, technical problems were expe- 
rienced which compromised data quality because of electronic noise and/or unintentional 
scrambling of channels in the archived data. The latter problem is correctable and the 
former problem can at least be reduced with appropriate filtering. 

Meteorology 
During the 1993 and the 1994 SIMI field programs, the WHOI/MIT group collected ba- 

sic meteorology data using an inexpensive package from Davis Instruments. Vector wind, 
air temperature at  1 point about 10 feet off the ice, barometric pressure, humidity and 
the temperature was acquired continuously from 2 to 23 April at  15 minute intervals. Fig- 
ure2 shows examples of the recorded data throughout the duration of the MIT/WHOI 
experiment, with Fig. 2(a) showing the barometric pressure and Fig. 2(b) ahowing the asso- 
ciated wind speeds. The wind speeds are consistent with the fact that very little ice activity 
occured in the East Camp area during the experiment. 

High-Frequency Propagation 
As part of our collaboration with MIT Sea Grant on the development of a robust and 

accurate Very Long BaseLine (VLBL) navigation system for AUV survey missions in the 
Arctic, we performed a series of high-frequency propagation experiments designed by Max 
Deffenbaugh to verify the performance of the navigation algorithms. A short vertical array 
was deployed in the hydrohole in East Camp, at  depths of 15, 30, and 60 meters. A beacon 
was deployed for 24 hours a t  each of 3 positions, one at approximately 2 km range, one at 
4 km, and one at 10 km range, all in the NE direction from camp. 



Findings to Date 

RADIO LAN AQUISITION MODULE (RLAM) 

A major result of our SIMI effort is the development of a portable data acquisition system 
(Radio LAN Acquisition Module, RLAM). In particular, there are 2 new developments. The 
first consists of a board, designed for the ISA PC bus incorporating 8 - 24 bit sigma-delta 
analog-to-digital converter (ADC) channels with 20 bit rms dynamic range. Among the 
features are programmable bandwidth to 1500 Hz, low power dissipation, digital anti-alias 
filtering, and a "floating point" mode resulting in a 16 bit word. Secondly, since the telemetry 
of data at  continuous rates in excess of 100 Kbytes/s was required, hardware and software 
was developed to use a wireless LAN to network 3 sites up to 5 km distant from the data 
recording system. Details of the system along with test data are described in Ref. [25]. 

The RLAM 
Each RLAM system was deployed in an insulated polypropylene packing case sized to 

snugly hold the RLAM electronics chassis and a pair of battery packs for 1 week operation. 
Two alka.line battery packs situated above the electronics chassis were warmed by the 
approximately 26 watt system. RLAMs were configured to  acquire data from 16 channels 
a t  a common selected rate according to one of 4 different configurations: 

RLAM's SAMPLE RATE REC LEN OH TAPE PTS/REC RLAM TX SIZE NET DATA RATE 
........................................................................... 
1 3906 Hz 1009 KB 32256 1032192 bytes 125,000 bytes / ~  
2 1953 993 15872 507904 125,000 
3 1953 1009 10752 344064 187,500 
3 976 1009 10752 344064 93,750 

Fifteen channels were devoted to 5 - 3 axis geophones. An omni directional broadband 
hydrophone was connected to the 16th input on each RLAM. The input amplifier, an Analog 
Devices AD620, is an instrumentation design and can be configured to receive a voltage or 
current mode signal. It is possible to supply power to a sensor such as a hydrophone or 
simply connect an unpowered sensor such as a geophone directly. This design emphasized 
rejection of signal crosstalk through 20 KHz with signals on long unshielded twisted pairs. 

Telemetry 
Two radio systems were used. The data telemetry link was a commercial "wireless" 

Ethernet LAN adapter for the ISA bus (WaveLAN) operating in the 902-928 MHz Industrial 
Scientific and Medical (ISM) band. It is a 250mw, spread spectrum link specified to  have a 
maximum throughput of 2 Mbitslsec. 

A second "survival" radio link was implemented with a UHF (455 Mhz) FM radio with 
bandwidth of about 3 kHz. This was operated at each RLAM in a receive only mode, al- 
lowing simple DTMF codes from a transmitter a t  the main camp to power and unpower 
RLAM's remotely. In addition to providing a failsafe reset method for the RLAM com- 
puter, the UHF radio was used to supply RLAM's with IRIG-B timecode. Consequently, 
all RLAM's were synchronized to a common absolute time source (GPS time) as were the 
acquistion systems a t  the camp for the horizontal and vertical arrays. 
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FIGURE 3. Ice events located by real-time beamforming on horizontal hydrophone array between 
098:23.002 and 098:23.592, including major events associated with existing crack immediately N of 
new shear ridge (Mount Odyssey) 

REAL-TIME LOCALIZATION OF ICE EVENTS 

During the SIMI 94 experiment in East Camp we recorded a total of more than lOOGb of 
data from the horizontal and vertical hydrophone arrays. The data were passed through the 
real-time beamformer, and hourly event maps were generated. As an example, Fig. 3 shows 
events detected between 098:23.002 and 098:23.592, including major events associated with 
existing crack immediately N of new shear ridge (Mount Odyssey). The size of the markers 
indicate the estimated source levels of the individual events. As a result of this detection, one 
of the RLAM geophone clusters were deployed in vicinity of the crack and were recording 
the continued seismicity for several days following. This data has not yet been processed. 

ANALYSIS O F  GEOPHONE CLUSTER DATA 

With the total of 100Gb+ data recorded during the various deployments of the RLAM 
units, only a small fraction has been analyzed sofar. Examples of events recorded, but not 
yet processed in detail, are given in Fig. 4. 

Figure 4(a) shows a characteristic example of strong long-duration events recorded near 
the new NW-SE lead opened up NE of the Ewart camp, 1.9 km from Main Camp. We 
are yet to analyze these events in detail, but the strong polarization parallel to the lead 
suggest that they are associated with "edge waves" traveling along the lead. The strong 
hydrophone response suggests strong radiation into the water column from these waves. 

Figure4(b) shows an example of data recorded by an RLAM cluster deployed in the 
East Pond for monitoring the seismo-acoustic field produced by the various ice-mechanical 
sources simulated by Pritchard. The particular source is the socalled "splash" generated by 
an ice block falling into open water in a hydrohole. The geophone signals have much higher 
frequency content than the hydrophone signal, and clearly show contributions from the 
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FIGURE 4. Examples of ice-mechanical events recorded by RLAM clusters. (a) RLAM cluster 
deployed a t  new lead 2 k m  NE of West Camp a t  109:02.042. T h e  uppermost trace represents a 
hydrophone, while the lower 3 traces represent two horizontal and a vertical geophone. T h e  highest 
amplitudes were recorded on the geophone parallel to the lead. (b) RLAM cluster deployed on East 
Pond during "Splash" experiment 12-4 performed by Pritchard. Channels 0,2,5,8, and 11 are verticale 
geophones, Channel 15 is a hydrophone, and the remaining channels are horizontal geophones. 
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FIGURE 5. RLAM geophone array with X-component orientation 

fast longitudinal waves and the slow flexural waves, in addition to the strong waterborne 
component. 

Sofar our event analysis has focused on data recorded on a small ice floe 4 km E (93"7') of 
East Camp. The geometry of the deployed geophone array is shown in Fig.5. Fig.6 shows 
the high-pass filtered data recorded on the five vertical geophones, and their associated 
frequency spectra for an ice event. The different arrival times are evident in the filtered 
data, dowing for localization of the source by cross-correlation, yielding an estimated source 
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FIGURE 6. Timeseries and frequency spectra for event recorded on vertical geophones on ice floe 
4 km NE of East Camp. 

position 70 m SW of the array center. Also, significant differences are observed between the 
various geophone timeseries and spectra, both qualitatively and quantitatively, reflecting 
the horizontal inhomogeneity of the radiation pat tern. 

SEISMO-ACOUSTIC MODELING 

We have been continuing our development of mathematical and numerical models of the 
seismo-acoustic field produced by ice cracks. A new such model combines a seismic moment 
representation with an efficient solution technique for stratified fluid-elastic representations, 
and a transformation reflecting the source dynamics [15]. Figure7 shows an example of 
modeled geophone response to a propagating thermal crack in an Arctic ice cover. A tensile 
(e.g. thermal) crack is initiated at time t=O s and propagates with a constant speed of 800 
m/s for a total period of 20 ms, yielding a final crack length of 16 m. The acoustic emission 
is recorded by 3 vertical geophones, denoted GI, G2 and G3, placed at a range of 200 m 
from the crack initiation point, at  bearings 120°, 90' and 60°, respectively, relative to the 
fracture propagation direction. 

Figure 7(a) shows the modeled timeseries for geophones G1 (solid curve) and G2 (dashed 
curve). The crack tip is moving away from the receiver at  a projected speed of 400 m/s, 
whereas the projected radial speed vanishes for geophone G2. A comparison of the two 
responses in Fig. 7(a) shows the expected frequency doppler shifts, both for the fundamental 
compressional mode arriving at t = 0.06 seconds, but much more clearly for the highly 
dispersive and slow fundamental flezural mode between t = 0.12 and t = 0.5 seconds. 
Another effect is a decrease in the observed amplitudes, primarily due to  the longer mean 
range for geophone GI. 

Similarly, Fig. 7(b) shows a comparison of the response of geophones G3 (solid curve) 
and G2 (dashed curve). For geophone G3 the crack tip is approaching with a projected 
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FIGURE 7. Comparison of modeled geophone signals from propagating thermal crack. (a) Signals 
received on geophone G1 (solid curve) and geophone G2 (dashed curve). Relative to the receiver, the 
source is receding with radial velocity v, cos 0, = -400 m/s  for GI ,  and 0 m/s for G2. (b) Signals 
received on geophone G3 (solid curve) and geophone G2 (dashed curve). Relative to the receiver, 
the source is approaching with radial velocity v, cos 0, = 400 m/s  for G3, and 0 m/s  for G2. 

speed of 400 m/s. and here the differences is obviously much more dramatic than for GI,  
with a distinct high-frequency arrival interfering with the initial phase of the fundamental 
flexural wave. This is due to the excitation of a higher order mode in the ice [15]. 

Other new model development associated with SIMI is described in Refs.[6] - [21]. 
An area where we have achieved significant progress in the past couple of years, and 

which is of direct relevance to  our SIMI effort, is the development of models representing 
the theoretical resolution properties of ocean acoustic tomography, and other inverse prob- 
lems such as the fracture plane analysis. The cornerstone of this work, which builds on 
the pioneering MIT/WHOI work in matched field processing [I, 31, is a theoretical repre- 
sentation of the optimal resolution a particular sensor system can achieve in any relevant 
parameter. This modeling work is described in several publication [16, 17, 26, 271. 

SEISMO-ACOUSTIC ICE PROPERTY INVERSION 

We have been continuing the development of inversion procedures for infering ice-mechanical 
properties from plate wave experimental data. This work combines the geophone data anal- 
ysis of Miller and Schmidt [5] with the high-resolution matched field parameter estimation 
approaches developed in the past by MIT/WHOI [I, 31. Specifically we have the past year 
been developing a wavelet-transform based inversion approach for the thickness, and com- 
pressional and shear speeds of the ice cover. A high resolution estimate of the group velocity 
of the ice modes is obtained through a wavelet transform, and subsequently matched using 
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FIGURE 8. Dispersion characteristics of seismic modes in the ice cover, obtained using a wavelet 
transform approach. (a) Vertical geophone component. (b) Horizontal geophone component. 

a numerical model. The method has been applied to the Resolute data, collected by Peter 
Stein, to invert for the physical parameters of the ice. The experiment was conducted in a 
smooth ice floe using a vertical hammer strike as the source and the data were recorded by 
geophones. With the traditional short-time Fourier transform (STFT), once a window has 
been chosen, the time-frequency resolution is fixed over the entire time-frequency plane. 
In comparison with the STFT, the wavelet transform lets the time and frequency resolu- 
tions vary in the time-frequency plane in order to obtain a multi-resolution analysis, so 
that the time resolution becomes arbitrarily good at high frequencies while the frequency 
resolution becomes arbitrarily good at low frequencies. Hence, the wavelet transform yields 
better parameter estimates than the STFT, especially for dispersive waves. Fig. 8(a) shows 
the result of the wavelet transform of a vertical geophone component, with the positive 
dispersion characteristics of the flexural wave being evident. Fig. 8(b) shows the wavelet 
transform of a horizontal geophone component, yielding high-resolution estimates of the 
dispersion characteristics of both the flexural wave, the horizontally polarized shear wave 
(SH), and the longitudinal wave. 

Analysis and  Publication Plans 

The debugging and fine tuning of the RLAM units have been continued after the SIMI 
experiments, and the development is now considered complete. A final report describing 
the RLAM is in its final preparation stage and will be published in the Spring of 1995 1251. 

Our analysis of the hydrophone array data will be continued with particular focus on the 
event statistics. This work is expected to lead to a Ph.D. Thesis (1997) and one or more 
journal papers. 

The analysis of the geophone data is expected to lead to a Ph.D. thesis in 1997, and 
several journal papers before that, focusing on the fracture plane inversion. The dataset 
is so rich in event variety, that more theses are anticipated to result from this analysis in 



the future. A particularly interesting component is the analysis of the long-duration events 
recorded along the new lead, as shown in Fig. 4. Our progress on fracture plane analysis will 
be presented in an invited paper at the ASME Ice Mechanics Workshop at UCLA, June 
28-30, 1995. 

The use of wavelet analysis for ice property inversion is currently being combined with 
an efficient search algorithm to yield a robust and reliable inversion procedure for ice prop- 
erties and roughness characteristics. The algorithm will be used on the hammer-blow data 
collected by Peter Stein in West Camp in the Fall of 1993. This work is expected to lead 
to  a Ph.D. thesis in the Fall of 1995. 

Another Ph.D. thesis to  be finished in the Spring of 1995 describes the analysis of short- 
range reverberation data collected in CEAREX 89. Two journal papers are currently being 
reviewed [22, 231, and one more is in preparation [24]. 

In addition we will continue our development of more complete models of propagation 
and scattering in and below the Arctic ice cover. We have established a world leadership in 
this area, and several publications are in the publishing pipeline [19, 20,211 

Our inversion resolution work will be presented at a couple of international conferences 
in 1995 [26, 271, and a journal paper is in preparation. 
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Scope of the Data Set 

Baclcgsound - Similar to land-based seismology, geophones and hydrophones are paramount 
to researching the strength and growth of, and the mechanical failures (fractures) in sea ice. 
In April 1992, in support of the SIMI initiative, a 1-km aperture, lZelement, tri-axial geophone 
array was deployed on the ice off the coast of Resolute Bay, Canada. It was used to study 
thermal ice fr-acturing events and elastic wave propagation in ice. In addition, radiometer data 
and other pertinent meteorological data was collected. Some of the results from the Resolute 
experiment are described in a companion report (Lewis and Stein, "Sea Ice Mechanics Related 
to Thermally-Induces Stress and Fracturing In Pack Ice"). For the main SIMI field experiment, 
a more ambitious winter-over geophonehydrophone system was deployed. The intent of this 
system was twofold: 1) to use an automated hammer blow source and the geophone array to 
characterize acoustic wave propagation in the ice, and to invert this data to get ice mechanical 
properties, and 2) to collect ambient noise data with the geophonehydrophone system and 
relate this data to thermal fracturing. In this summary we will focus on this system and some 
preliminary data results. 

Most acoustic/seismic measurements of elastic wave propagation in ice and of the fracturing 
of sea ice have been made in spring-time conditions, usually on relatively smooth first-year ice. 
In order to truly understand the physical mechanisms behind ice growth, stress, and fracturing, 
long-term and year-round measurements are required. One of the goals for the SIMI winter- 
over geophone array deployment was to deploy a geophone array in the fall on multi-year ice 
and study the elastic wave propagation and fracturing of ice throughout the winter. Another 
clear goal for the SIMI winter-over geophone system was to develop and test methods for 
deploying complex and often power-hungry seismoacoustic systems for long periods of times 
in the Arctic and automating the data collection methods. 

During the fall SIMI field operation the SSVNUWC team successfblly deployed 20 tri-axial 
geophones and 4 hydrophones along with a data acquisition and power system designed to 
operate until recovery in the spring. In an overall sense the system was very successhl in that 
a valuable data set was collected for studying wave propagation and fracturing under fall to 
early-winter conditions. Unfortunately, the data storage device failed on 16 December and no 
fbrther data was collected until the system was revisited in the spring. However, almost dl 
other components performed flawlessly and valuable lessons were learned. The ability to 
successfblly deploy unmanned seismoacoustic systems in the Arctic for long periods of time 
was clearly demonstrated. 

Winter-Over Svstem Description - The array layout showing the deployed location of the 
geophones and hydrophones is shown in Figure 1. The legs of the array match the cable lines 



extending fiom the "Stein" hut shown in Map 2 of the SIMI West Camp in November 1993. 
Two geophones were also deployed as outliers and are also shown on Map 2. Figure 2 is a 
schematic showing the general elements of the overall winter-over system. The tri-axial 
geophones are type LRS-1033 with a resonance frequency of 4.5 Hz. Differential preamplifiers 
(60 dB) for each tri-axial phone were located near the sensor. Each sensor was individually 
cabled back to the data acquisition system in the insulated "Stein" hut. The hydrophones were 
roughly 5" diameter by 7" long PZT cylinders with a nominal sensitivity of -182 dBV/pPa. 
These phones were deployed at a depth of 100 m and cabled to 60 dB preamplifiers in the hut. 
The signals fiom all sensors were then differential-to-single-end amplified, antialias filtered, and 
connected into a PC based ANALOGIC 200-kHz A/D board. The A/D board was controlled 
via the PC which contained a flash RAM disk for storing the operating system and data 
collection software and a RAM disk for temporary storage of the data. The computer hard 
drive and floppy drives were disconnected for unmanned operation to reduce power 
consumption. Data was stored as backup files on an Exabyte 50 GB stacker. 
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Figure 1. SIMI winter-over seismoacoustic system layout showing tri-axial geophone and 
hydrophone locations. Hydrophones were omnidirectional below 5 kHz and were deployed 
at a depth of 100 m. 

. . .  

Figure 2. Schematic of the winter-over digital data acquisition system. 

The power system consisted of forty 88-AH gel-cell batteries charged by an autostart diesel 



generator. The batteries could keep the system operational for roughly 45 days should the 
generator have failed. The PC and all hardware were converted to operate off the batteries 
using DC-DC power supplies. In the unmanned phase the generator was started once per day 
and ran for 1 hour. This was sufficient to keep the batteries hlly charged. Four 55 gallon 
drums of diesel he1 were connected to the generator through a single manifold. The generator 
was also equipped with an autofill oil reservoir. The generator and all power systems were 
operational when the camp was revisited in the spring. 

The data acquired can be divided into three phases: fall manned, fall unmanned, and spring 
manned. All of the SIMI data was saved on 8-mrn tapes using the Exabyte Stacker. Generally 
data was collected either at a low or high frequency mode. In the low-frequency mode, the 
data was antialias filtered at 100 Hz and digitized at 250 Hz and data was collected fiom all 20 
tri-axial geophones (60 sensors) plus 3 of the hydrophones. In the high-frequency mode the 
data was antialias filtered at 5 kHz and digitized at 10 kHz, and data was collected from one 
of the tri-axial geophones (3 channels) and 3 hydrophones. In the unmanned phase a timer 
turned the system on approximately every 1.5 hours. Each time the system started, eighty five 
contiguous 5.1-second low frequency records were collected followed by fifty 1 .O-second high 
eequency records. We had hoped to have the acquisition system powered at all times and data 
recording triggered by ice events. However, we were unable to get the triggering system 
operational in time for the field operations and thus went to timed acquisition. 

A heating system in the hut consisting of a catalytic propane heater set on low connected via 
a manifold to propane cylinders was provided by the University of Washington (A. Heiberg). 
Substantial additional heat was provided by the diesel generator operation. The temperature 
in the hut was monitored for several days before departure. One hour of generator operation 
would wann the hut to above 25°C. Following this the temperature would fall slowly to about 
0°C by the next days generator operation. 

Figure 3 is a picture of the inside of the "Stein" hut just prior to leaving the system for 
unmanned o~erations. 

Figure 3. Picture showing the inside of the "Stein" hut as left for unmanned operation. Shown 
are the propane heater and generator system (left), the batteries (left center), the cable 
terminations box with antialias filter and amplifiers (right center), and the data acquisition 
system with Exabyte tape stacker (right). The gear was secured to prevent motion due to the 
generator vibrations. 



Automated Hammer Blow Source - An automated hammer blow source was developed to 
provide a repeatable source signature for generating elastic waves in the ice during the 
unmanned operations. This device is shown in Figure 4 and it's source signature is shown in 
Figure 5. During the unmanned phase it was deployed at the apex of the geophone array and 
set to impact the ice approximately 3 times per day. When the hammer-blow system started 
it automatically turned on the data acquisition system and started the data recording. 50 
automated hammer blows were successfully recorded during the unmanned phase. The 
hammer operated successfully beyond the time at which the acquisition system failed. 
Sometime before spring a crack ran close to the hammer and the bottom portion flooded with 
sea water. This caused the entire device to become covered with rust. In March the hammer 
was found with the weight stuck near the top due to the rust on the stainless steel shaft. 
However, the motor and chain drive were still operational. 

Automated Hammer Blow Source Sinature 
I 1 

Figure 4. Picture showing the automated Figure 5. Time series of the hammer blow 
hammer blow source (a). A 45 kg weight was source on the vertical axis of a geophone 1 m 
lifted 0.7 m and dropped. The base of the away. It shows a "multiple strike" which added 
device is a 1.27 cm thick steel plate. The some complications to the data analysis. 
weight strikes an area which is covered with 
silicone rubber and a thin steel plate. The 
device was attached through the ice using ice 
screws inserted through holes in the base plate. 



Fall Manned Phase - Data Acquired - Over 4 GB of data was collected with the 
geophonehydrophone system during the period of 16 to 28 November. This data consisted 
primarily of sledge hammer blows performed at several of the geophone locations, hammer 
blows using the automated source located at the array apex, and ambient data taken throughout 
the period. Also, data was taken during a "cleared snow-area test" on the night of 23 Nov 
1993, in which a 7 by 7 meter area of ice was cleared of snow during extreme cooling 
conditions (falling temperatures, clear skies, calm winds). The cooling conditions resulted in 
a substantial amount of thermal fiacturing that night. Removing the snow cover resulted in 
greatly increased thermally induced tensile stresses measured in the clearing. Also, long-wave 
radiometer data was collected during the period fiom 7 to 28 November (unmanned operation 
of radiometers is not yet feasible due to frosting of the domes - they must be cleaned 
periodically). 

Fall Unmanned Phase - Data Acquired - Approximately 5 GB of data were collected with the 
geophonelhydrophone array during the time period between 28 November and 16 December. 
Data collection halted on December 16 when the Exabyte data storage device failed. This data 
represents a total of over 1600 minutes of low frequency (< 100 Hz) geophone data and 190 
minutes of high frequency (<5 kHz) hydrophone data. Each data set consists of 7 minutes of 
geophone data and 50 seconds of hydrophone data collected every 90 minutes. The data also 
contains geophone recordings of the automated hammer blow source impacts approximately 
3 times per day. 

Spring Manned Phase - Data Acauired - After leaving on 28 November, the system was next 
revisited on 20 March. It was found that the tape backup failed on 16 December. The 
automated hammer blow failed at some later date due to being flooded by a nearby crack. It 
is likely that this occurred sometime in March, as the crack that resulted in the flooding was not 
present when the camp was checked in February. The primary purpose of the spring manned 
phase was to recover the system but some data was acquired. Data includes sledgehammer 
blows and ambient recordings during two overnight periods fiom 2 1 March to 23 March 1994. 
The totality of the data collected by the winter-over geophone system is summarized in 
Table 1. 

Findings to Date 

Cleared Snow Area Test - The cleared snow area test of 23 November 1994 was very 
successhl. We chose a night which was expected to have intense thermal fiacturing, with 
falling temperatures, clear skies, and calm winds to perform the cleared snow area test. The 
measured stresses at a depth of 25 cm at a CRREL stress sensor located in the center of the 
area are shown in Figure 6. Also shown in Figure 6 are the cleared snow area stresses from the 
Resolute Bay Experiment. Note the extreme increase in tensile stress after the snow was 
cleared (day 328). Also in both tests there was a temporary increase in compressive stress just 
when the snow was cleared. This phenomenon has not yet been explained. During the night 
an ice crack occurred which ran in an L shape across the cleared snow area. Indeed we see 
what appears to be a stress relief of around 20 kPa just before midnight Zulu on day 328. It 
is also clear that tensile cracking can occur at 10 m scale average stresses well below 50 kPa. 



TABLE 1. SUMMARY OF DATA ACQUIRED BY WINTER-OVER GEOPHONEHYDROPHONE SYSTEM 

- 1 Data set consists of 85 nearly contiguous 5.1 sec records of geophone data sampled at 
250 kHz followed by 50 nearly contiguous 1 sec records of hydrophone data sampled at 10 kHz. 

DATES 

16 Nov 1993 

16-28 Nov 1993 

7-28 Nov 1993 

23 Nov 1993 

28 Nov- 16 Dec 
1993 

28 Nov- 16 Dec 
1993 

2 1 Mar 1994 

2 1-23 Mar 1994 

The geophonekydrophone data acquisition set up for that night collected data for 
approximately 8 minutes at 38 minute intervals throughout the night. The data showed 
intense thermal fracturing over the whole floe that night beginning roughly at 6 PM local 
and lasting through the night. Approximately two-thirds of the taped files of 250-Hz 
geophone data from this night have been transferred to optical disc and processed (none of 
the 10-kHz files from this period have been processed). The processing here involved 
searching all files over all geophone channels for "events" by using a threshold type peak 
detection scheme. Specifically, an "event" was detected if a data sample exceeded an rms 
average of the previous .25 seconds of data by the threshold. Events were generally 
categorized as "ice events" or hammer blows (the automated hammer blow source was also 
operating on this night). Several of the events found appear to have occurred in the general 
vicinity of the cleared snow area. However, we cannot yet isolate the particular event 
which gave the stress drop, and, since we had to  revert to  timed data acquisition instead of 
triggering on events, it is unlikely we would have caught it. A disproportionate number of 
the events were found on Geophone 19, the outlier near the Rajan camp, and might have 
been precursors to  the succeeding ice breakup near this location. It seems evident that the 
thermal fracturing was a factor in the breakup which occurred soon after in this area. 

DATA TYPE 

Geophones 

Geophones and 
Hydrophones 

Long wave and short 
wave radiometer 

Geophones and 
Hydrophones 

Geophones and 
Hydrophones 

Geophones 

Geophones 

Geophone and 
Hydrophones 

DATA SET* INTERVAL 

Once 

Several to many sets per day 

One sample every 5 min. 

Every 3 8 min. 

Every 1.5 hours 

Every 7 hours 

Once 

COMMENTS 

Several sledge hammer blows collected at 
each of 8 geophone locations. 

Camp noise contamination at times. 

Cleared snow area; stress data collected by 
CRREL. 

Ambient. 

Automated hammer blow. 

Several sledge hammer blows at each of 4 
geophone locations. 

Overnight ambient. 
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Figure 6. Stress levels measured at by a shallow sensor in the middle of a roughly 7 m by 7 m 
cleared snow area. Plot (a) is fiom the Resolute Experiment conducted in Allen Bay in March 
1993. Plot (b) is fiom SIMI and shows the relative and not absolute stress. The rapid increase 
in tensile stress is due to the snow being cleared off. Note the unexplained increase in 
compressive stress just when the snow was cleared and the stress relief likely due to a fracture 
which occurred during the night. 

bient GeophonelHydrophone Recordings -Data sets from the three days just before we 
left camp (Nov 25,26,27) were examined using the same search techniques as described 
above. No "ice events" were found on the few days following the night of intense thermal 
fracturing on the 23rd. We have processed all of the geophone and hydrophone data fiom 
the unmanned phase of the experiment 16 November - 16 December 1993 to pull out the 
automated hammer blows and determine episodes of high-thermal fracturing. Days on 
which many events were detected occurred on Julian days 339, 346-347, and 349. It seems 
certain that thermal fracturing, which has been shown to occur roughly every week in 
spring-time conditions, also occurs in the fall and into the winter. Thermal fracturing is 
likely a fimdamental method for ensuring a structurally weak kilometer scale ice pack. 

All hydrophone files for this period were processed by digitally filtering all data for 
Hydrophones 2 and 4 in one-third octave bands from 10 Hz to 4000 Hz and calculating 
average levels for the file in a one second window. A plot of the RMS pressure in one-third 
octave bands as a hnction of fiequency and time is given in Figure 7. Note the overall high 
levels corresponding to Julian days 346 when many thermal events were detected on the 
geophones. It is hoped that this data will be usehl in determining the fiequency content of 
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Figure 7. Ambient noise in RMS pressure in one-third octave bands averaged over 1 sec as a 
fbnction of frequency and time. 

Hammer Blow Data - An extensive set of hammer blow data in fall multi-year ice was 
collected. All hammer blows (sledge and automated) have been found in the data and are 
currently being processed. A major difficulty has been in working with the warm and highly 
variable multi-year ice which was common at the fall Simi camp. Another complication is 
that the hammer blow source has a multiple signature as a result of the bouncing of the 
weight (see Figure 5) .  For future tests the hammer blow source should be modified to avoid 
this double bounce. 

For comparison, time series data from four hammer blows is shown in Figure 8, one from 
the Resolute test, a sledge hammer blow from the fall and spring Simi Experiment, and an 
automated hammer blow source drop. Note the clean longitudinal and shear wave arrivals 
in the Resolute data which are absent from the Simi data. There is also little transverse 
motion for the flexural wave at Resolute as would be expected for a flat plate. For the Simi 
data, the transverse motion is almost equal to the longitudinal motion, even at 80 meter 
range, which suggests a highly non-uniform propagation path. In the automated hammer 
blow data, versus the sledge hammer data, one can see the effects of the double bounce as a 
high frequency arrival overlapping the low frequency portion of the flexural wave. These 
complexities are currently being sorted out. 

Even with the complexities we are able to estimate the flexural wave speed over the 
unmanned period and again in the spring using a frequency domain beamforming technique. 
This is given as Figure 9. Using measured flexural wave speed and the ratio of vertical to 
horizontal motion, we can determine an effective ice thickness for the ice around one of the 
geophones. This is plotted in Figure 10. We are currently working to determine the 
bending rigidity (Young's Modulus) as a knction of time using the above estimate of 
thickness versus time, and an assumed ice density and Poisson's ratio. We are also working 
to compute these parameters using the data and a more appropriate vertical profile in the 
ice. These techniques demonstrate the use of easily deployable geophones to determine the 
average thickness and rigidity of the ice. 
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Figure 8. Vertical geophone hammer blow time series for a 4.5 kg sledge hammer at (a) Resolute 
Spring (94), (b) SIMI (Fall 93), (c) SUll (Spring 94), and (d) the automated hammer blow at SIMI 
(Fall 93). 
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Figure 9. Flexural wave speed computed from 
the winter-over geophone system and 
automated hammer blow source using 
Geophones 3-7 on the runway leg. Wave 
speeds are computed by frequency domain 
beamforming and extrapolating using a known 
flexural wave dispersion curve. 

Figure 10. The effective average thickness 
around Geophone Number 3, computed by 
beamforming to get dispersion curves, using 
phase and amplitude relationships between 
vertical to longitudinal geophone motions. 



Analysis and Publication Plans 

Our first priority is to analyze the automated hammer blow data and invert the data for ice 
properties. We will also be looking at the ambient noise records to continue our effort with 
J. Lewis to formulate a predictive model for thermally induced ambient noise. Our focus for 
much of this work is to develop tools to help interpret and/or monitor the effects of climate 
change in the Arctic. We plan to publish papers and make presentations at AGU and ASA 
Conferences. A special session on Seismoacoustic Determination of Sea Ice Processes is 
planed for the Spring ASA meeting (3 1 May to 3 June 1995). The following is a list of 
potential papers and/or presentations resulting fiom our SIMl work: 

Determination of sea ice processes using geophone arrays 
Time variation of the thickness and modulus of sea ice measured using geophones 
A predictive model for thermally induced ambient noise in the Arctic 
On the importance of thermally induced stresses in Arctic Pack ice 

The following is a list of publications and presentations resulting itom our Simi work: 

"Observations and modeling of thermally-induced stresses in first-year sea ice." J.K. Lewis, 
W.W. Tucker, and P.J. Stein, J. Geophys. Res, 99(C8), 16361-16371, 1994. 

"Monitoring thermal fracturing on ice: The relation to ice stress and strength." J.K. Lewis, 
W.B. Tucker, and P.J. Stein, Acoust. Soc. h e r . ,  94(3) Pt. 2, September, 1993. 

"Additional data on low-frequency elastic wave propagation in ice." P.J. Stein, Acoust. Soc. 
h e r . ,  92(4) Pt. 2, October, 1992. 

"Distribution of Ice Events During High Thermal Ice Cracking Activity. ", P.J. Stein, Arner. 
Geophys. Union Oceans Sciences Conference, January, 1992. 



3. FRACTURE MECHANICS 

Papers included in this section are the following: 

"Effect of Size on Distributed Damage and Fracture of Sea Ice," by Prof. ZdenE k 
P. BaZ ant (P-I-), Dr. Ying-Neng Li, Dr. Milan Jir&sek, Zhengzhi Li, and 
Jay-Jang Kim of Northwestern University 

"Scale Effects on the Fracture and Constitutive Behavior of Sea Ice," by Dr. John 
Dempsey (P.I.) and Robert Adamson of Clarkson University 

Papers with additional information on fracture mechanics in Section 2, Acoustics: 

"Acoustic and Seismic Studies of Ice Mechanics," by Dr. David Farmer (P.I.) and 
Dr. Yunbo Xie of the Institute of Ocean Sciences 

Papers with additional information on fracture mechanics in Section 4, Ice Properties: 

"Crack Nucleation Mechanisms in Columnar Ice -- Recent Developments," by V. 
Gupta (co-P.I.), R. C. Picu, J. Bergstrom, and H. J. Frost (co-P.I.) of the 
Thayer School of Engineering, Dartmouth College 

Papers with additional information on fracture mechanics in Section 6, Modeling: 

"Sea Ice Mechanics Related to Thermally Induced Stresses and Fracturing of Pack 
Ice," by Dr. James K. Lewis of Ocean Physics Res. & Dev. and Dr. Peter J. 
Stein of Scientific Solutions, Inc. 

"Measurements of Crack Velocity in Sea Ice Using Electromagnetic Techniques," 
by Dr. Victor Petrenko (P.I.) and Mr. Oleg Gluschenkov of the Thayer 
School of Engineering, Dartmouth College 

"Constitutive Equations and Fracture Models for Sea Ice," by Dr. Gregory Rodin 
(co-P.I.), Dr. Richard Shapery (co-P.I.), Mr. Khaled Abdel-Tawab, and 
Ms. Lu Wang of the University of Texas 

"Physically Based Constitutive Modeling of Ice: Damage and Failure," by Mao S. 
Wu (P.I.), J. Niu, Y. Zhang, and H. Zhou of the Department of 
Engineering Mechanics, University of Nebraska-Lincoln 



Effect of Size on Distributed Damage and Fracture of Sea /ce 

Prof ZdenGk P. Baiant (P.I.), Dr. Ying-Neng Li, Dr. Milan Jirasek, Zhengzhi Li and Jay-Jang Kim 
of Northwestern University, Department of Civil Engineering, Evanston, Illinois, 60208. 

Scope of Model, Objectives and Approach 

(1) Develop a more accurate and realistic method for predicting load capacity and failure of floating 
sea ice plates in the Arctic and propagation of large scale fractures in these plates. (2) Establish the 
scaling law, determine the size effect (missing from previous models), and formulate a general 
fracture and damage model applicable to floating sea ice plates. The approach is theoretical and 
computational. The theory consists in the development of a mathematical model for fracture and 
damage of sea ice plates and study of its implications. Available field observations and laboratory 
evidence are used to calibrate the model. The computational approach uses finite element and 
discrete element methods. 

Significant Findings to Date 

Theory of Fracture Scaling -- Predictions of sea ice failure are needed for the assessment of (1) 
vertical penetration of a submarine, (2) development and opening of large open water leads, (3) 
initiation and build up of pressure ridges, (4) ice breaking, and (5) navigation in the Arctic (Fig. 1). 
They have traditionally been made on the basis of strength theory, which assumes the ice to fail when 
the stress reaches a certain strength limit. This approach is in principle correct only for plastic 
materials which, after the strength limit is reached, yield at constant stress. When the material 
fractures, the stress that it transmits drops, and then the correct failure theory is fracture mechanics, 
which is obviously the case for ice. This theory has not been used in practice so far because evidence 
deemed to be contrary was previously found in small-scale laboratory tests of ice. Recently, however, 
it became clear this evidence merely proves inapplicability of linear elastic fracture mechanics to very 
small fractures. This is explained by the fact that sea ice, as well as other brittle heterogeneous 
materials develop, due to their heterogeneity, a relatively large damage zone around the crack tip. 
For large fractures, the size of this zone becomes small in comparison to the structure dimensions. 
By this argument it has been concluded that for large-scale fracture of ice, fracture mechanics is the 
only correct theory. 

The basic difference between the strength theory of failure and fracture mechanics is in scaling. This 
is crucially important for extrapolating laboratory tests to real scale -- the basic problem for sea ice. 
The scaling is manifested by size effect. The size effect is understood as the dependence of the 
nominal strength of structure on the characteristic dimension D, when geometrically similar situations 
are compared. The nominal strength is defined as the failure load P divided by the square of D. 
According to the classical strength theory or plastic limit analysis, there is no size effect, that is, the 
nominal strength for geometrically similar situations is the same. In linear elastic fracture mechanics, 
the nominal strength decreases inversely to the square root of D. In the plot of logarithm of nominal 
strength versus log D, the size effect is represented by a straight line of slope -112, as shown in Fig. 
2c. The strength theory is in that plot represented by a horizontal line. The reason for this size effect 
is that, according to fracture mechanics, the strain energy released by the formation of fracture must 
be equal to the energy needed to create the fracture surfaces. The former increases as the square of 
fracture length a or structure size D, while the latter increases only in proportion to D. Since both 
must be equal for any characteristic size D, the nominal strength must decrease with D. This is 



explained in Fig. 2% b where the shaded area, which approximately represents the zone from which 
strain energy is released due to the fiacture, is proportional to 2 or to p. 

For brittle heterogeneous materials such as sea ice (also called quasibrittle materials) the scaling and 
size effect are more complicated. In these materials, the fracture process zone at the fiacture front 
is large, having dimension I that is not small compared to laboratory specimen size. In this zone the 
material undergoes distributed cracking which is approximately governed by strength theory. 
Therefore, the size effect represents a gradual transition from the strength theory, for which there is 
no size effect, to the so-called linear elastic fracture mechanics (LEFM), for which the size effect is 
as strong as possible (see Fig. 2c). As shown by Baiant, this transition can be approximately 
described by the simple law given in the figure (where Do and a, are constants if geometrically similar 
situations are considered). 

The aforementioned size effect, however, describes only fracture of sea ice plates due solely to in- 
plane horizontal forces, which are relatively rare. In most practical problems (see Fig. I), the floating 
ice plate fractures by bending. For bending fracture (Fig. 2d), there is also size effect but, as found 
in this project, it is different and slightly weaker. It has been found that, in geometrically similar 
situations, the nominal bending strength is inversely proportional to the 318 power of sea ice thickness 
h. At first it may seem surprising that it is not proportional to the inverse square root of h. This may 
be understood by noting that formation of a bending fracture is equivalent to applying on the floating 
plate a bending moment opposite to that carried before (Fig. 2d). This produces deflections in the 
form of an exponentially decaying sinusoidal wave, shown (with exaggerated deflections) in Fig. 2d. 
The important point is that the distance between two inflection points, L, is not proportional to the 
plate thickness h but to h3I4. The bending fracture releases the strain energy up to a certain fixed 
distance from the fiacture, proportional to L (shaded area in Fig. 2f, g). Thus the energy release per 
unit length of the bending fiacture (Fig. 2f) is proportional to (a, h) h3'4, which must be equal to the 
energy required to create the crack surface, which is proportional to h. From this the -3/8 power law 
follows. This law has been shown to be a general property of bending fractures of floating elastic 
plates. It applies not only to fractures caused by vertical loads, but also to fractures caused by 
temperature difference between the top and bottom of the floating plate. It also applies 
approximately to bending fiactures in presence of in-plane compressive forces in the plate, which tend 
to cause buckling. 

Vertical Penetration Through Floating Ice Plate -- The scaling law and size effect, however, are not 
the whole story. Complete fiacture mechanics solutions have shown that the fracture patterns due 
to penetration of plates of different thicknesses are not exactly geometrically similar. A computer 
program has been written to solve the two-dimensional plate bending problem around a star-shaped 
system of cracks emanating from a small loaded circle (Fig. 3). The law for the growth of the star 
cracks as a hnction of the load-point displacement has been obtained and, as already known from 
experiments, it was found that the propagation ofthe radial star cracks is stable, with the load always 
increasing at increasing displacement. The maximum load, i.e., failure load, is obtained at the 
initiation of circumferential cracks at a certain distance from the loaded zone. The crack initiation, 
unlike crack propagation, is properly described by the strength theory, which has a different size 
effect, altering and mitigating the size effect associated with the radial crack growth. 

Two additional phenomena hrther modifying the size effect have been identified. The number of 
radial cracks depends on the thickness of the plate, ice strength, elastic modulus and the energy that 
the material requires for fracture (Fig. 2c). The number of radial cracks strongly decreases with 



increasing stifiess, and because in a thicker plate there are fewer cracks to absorb the released 
energy, the size effect is made stronger by this phenomenon. Finally, in practical problems the 
diameter of the loaded area is not proportional to the plate thickness, because the problem is to 
predict the penetration force for an object of a fixed size through plates of different thicknesses. The 
correction for the diameter of the loaded area also increases the size effect because the ratio of the 
diameter to the thickness of the plate gets smaller for thicker plates. 

The combination of all these phenomena superimposed on the underlying -3/8 power law produces 
a strong and complicated size effect (Fig. 3d, e), for which the calculation method has been 
developed. 

Determination of the number n of radial star cracks, mentioned above, is not an elementary problem 
with a solution in the literature. The difficulty lies in the initiation of fracture propagation because 
the energy release rate of an infmitely short crack is zero. Of course, the initiation per se is governed 
by the strength theory, which must be combined with fracture mechanics. Analysis showed that once 
the strength criterion before the crack formation is reached, cracks of a certain spacings jump to a 
certain initial equilibrium length a,. One needs three conditions to determine the initial equilibrium 
crack length, the crack spacing, and the load at which the initiation occurs. In addition to the strength 
criterion, these consist in the condition that after the initial jump the rate of release of energy fiom 
the structure must equal the energy release rate required for hrther fracture growth (Fig. 3), and that 
the total energy release during the initial jump must equal the total energy required to form the initial 
cracks. These conditions were used in conjunction with a finite element program for the bending of 
a plate on elastic foundation, and provided the number of initial star cracks. 

Size Effect in Thermal Bending Fracture -- Stresses caused by thermal changes of weather (Fig. 4b), 
especially those due to cooling in the fall, can cause floating ice plates to fracture (Fig. 4a). In the 
past, this problem has been solved on the basis of strength theory. However, in view of the 
arguments already explained, the solution must be based on fracture mechanics to correctly capture 
the size effect. The problem of a stationary equilibrium propagation of a semi-infinite crack in an 
f ini te  plate has been solved in detail, and the -3/8 power size effect (Fig. 4c) has been established, 
as one major new result of this project. Because of long duration of thermal stresses, the relaxation 
due to creep of ice, which is very pronounced, has been included in the analysis and it was shown that 
the -3/8 power law is approximately applicable even in the presence of creep (Fig. 4c). The analysis 
showed that while a temperature drop of 25 "C is required to crack a plate 1 m thick, a drop of only 
12°C is required to crack a plate 6 m thick, provided that similar temperature profiles get established 
(which takes much longer for a thicker plate). This analysis provided a possible answer to an old 
puzzle, first stated by Assour: the new fractures suddenly forming in the Arctic Ocean and running 
for distances of many miles do not follow the path of the smallest thickness of ice, that is, around the 
individual floes of several miles in size, separated by thin refrozen water leads. Rather, they cut 
straight through the thick ice. The discovery of the size effect explains why. Formation of these 
fractures is important for understanding the mechanism of build-up of pressure ridges, rafting, and 
opening of water leads (this is important also for navigation, and for surfacing as well as non- 
detectibility of submarines); Fig. 1. 

Part-Through Cracks and Dome Effect in Penetration -- The penetration solution just described has 
been obtained under the assumption that the bending crack cuts through the entire thickness of the 
ice plate all the way to the crack front. In reality, the bending crack opens gradually, that is, at the 
front there is a crack only to a portion of the plate thickness, and this portion increases with the 



distance fiom the crack front, although closing of cracks may also occur due to compression forces. 
This requires a modification of the aforementioned solutions, which is important for not too long 
cracks. Furthermore, the rotation of crack faces in the opposite directions is opposed by contact 
stresses. Both phenomena, i.e., the part-through cracks and the contact stresses, produce in-plane 
compressive reactions from the ice plate, which oppose the bending fiacture. They also shift 
vertically the location of the resultant of the in-plane forces, with the result that the penetration force 
is partially resisted not by plate bending but by a dome effect, the dome being represented by the 
surface of compression resultant location in the plate. Mathematically, this phenomenon causes a 
coupling between the plate bending problem and the in-plane elastic deformation of the plate. The 
problem has already been formulated mathematically and a solution, by means of finite elements, is 
in progress. In this solution, the part-through cracks are assumed to have a horizontal crack front 
within each finite element, propagating upwards. The propagation is based on a linear elastic fracture 
mechanics solution of the dependence of the in-plane normal force and bending moment across the 
cracked section on the additional in-plane displacement and bending rotation caused by the crack. 
This dependence has been obtained numerically. For initiating the vertical propagation of the crack 
in each element, a strength limit is assumed. A nonlinear optimization algorithm is used for solving 
the highly nonlinear equation system that arises, for each loading step. Fig. 5 shows examples of 
some results already obtained. 

Nonlocal Damage and Random Particle Simulation -- Fracture mechanics is an idealized theory in 
which the fiacture front is either a point or a line segment. All quasibrittle materials, including sea 
ice, have at fiacture fiont a zone of distributed cracking. Its continuum-type modeling is possible but 
rather difficult. A simpler approach is to force a certain proper spacing of microcracks in the fracture 
process zone by assuming a suitable discrete micro-structure of the material in the fracture process 
zone. Such a micro-structure can be obtained by modeling the material as a system of particles. The 
spacing of the particles enforces a certain spacing of the cracks, as dictated by the preexisting 
inhomogeneities in ice (such as spacing of preexisting thermal cracks, effect of bottom roughness, 
spacing of warmer ice regions under snow drifts, spacing of larger brine pockets, etc.). The particles 
are considered to interact through central forces, whose law is selected so as to give correct elastic 
properties of the particle system, correct strength limit and correct fracture energy. A large computer 
program for particle simulation of large scale in-plane fracture of sea ice plate has been written. The 
program uses an explicit time step algorithm, which is very powerfil and makes it possible to solve 
large systems (systems with over 120,000 degrees of freedom, and thousands of loading steps, have 
been handled on a desk-top work station). 

Fig. 6 shows an application of this approach to the simulation of compression fracture caused by the 
impact of a large floe (several miles in size) traveling at various velocities and hitting a fixed obstacle. 
The obstacle can be an oil drilling platform or a bridge pier. There is one well recorded observation 
in which such an ice floe impacted a small island (Hans island, west of Greenland), having a vertical 
rock wall at its shore. The fracture sequence and pattern obtained in the particle simulation resembles 
well that observed in this event. 

The particle simulation has also been used to study the size effect due to fracture mechanics. It was 
shown that the calculated maximum loads for specimens of various sizes follow the transitional curve 
in Fig. 2c and approach the asymptotic power law for large sizes. 

Prediction of Fracture Characteristics by Micromechanical Analysis -- Experimental determination 
of the fiacture energy and characteristic process zone size for large scale fiacture of sea ice is difficult 



because its direct measurement requires specimens of enormous sizes (over 10 m). Therefore, 
prediction or at least a crude estimation of the fracture characteristics from the properties of the 
microstructure would be extremely useful. To gain a better understanding of this problem and 
determine some basic relations, fracture of ice specimens of various sizes (such as those used recently 
by Dempsey's team in the Arctic) have been carried out by the random particle method (Fig. 7). The 
size effect curve shown in Fig. 2c has been simulated. The location of the final asymptote of this 
curve makes it possible to calculate the fracture energy, and the location of the intersection of the 
horizontal and inclined asymptotes makes it possible to determine the characteristic size of the 
process zone. An important point is the dependence of these characteristics on the fracture 
characteristics of the interparticle force interaction, particularly the microstrength limit for the inter 
particle force and the microductility number representing the ratio of the interparticle displacement 
at full break to the displacement at peak force (Fig. 8). It has been established that the macroscopic 
fracture energy decreases with an increasing coefficient of variation of the microstrength. 

Simulation of Acoustic Emissions in Fracturing Sea Ice -- Recently, Dempsey's team conducted 
measurements of sea ice fracture properties on the Arctic Ocean near Resolute and Barrow. The size 
effect method, which has been developed by Beant and is based on the size effect described by the 
curve in Fig. Zc, was one of the main approaches. Specimens of sizes ranging from less than 1 m up 
to 80 x 80 m and thickness 1.8 m have been broken in a controlled manner. Fracture patterns similar 
to those observed in these experiments have been achieved. The force and displacement data are not 
yet available for analysis, however, the acoustic records of fracture have already been made available 
(by Farmer and Xie). These acoustic data include the record of a hydrophone located in sea water 
beneath the advancing fracture. An innovative method of simulating the acoustic record has been 
developed, exploiting the existing program for random particle simulation of fracture. The 
interparticle breaks serve as microenergy releases and cause emission of acoustic waves. Analytical 
solutions of the wave propagation problem, including refraction at the plate-water interface, reflection 
from top of ice plate and from the sea bottom, and leaking of planar wave into sea water, have been 
incorporated in the random particle program. The acoustic records are being simulated; for example 
the record of power (energy) flux at the hydrophone (proportional to the square of pressure) versus 
time. The acoustic signals from the crack jumps in ice have been determined from a modified Farmer- 
Xie's acoustic model for shallow water in the frequency domain. The acoustic pressure time histories 
were synthesized by inverse Fourier transform. The synthesized acoustic signal shows statistical 
resemblance to the statistical record in the experiments (Fig. 9). A size effect has been detected in 
the acoustic emissions in the sense of a root-mean-square of the acoustic pressure (Fig. 9). This kind 
of size effect can be related to the energy released from the ice floe of various thicknesses and sizes. 
By inversion of the solution it may be possible to judge the size of the fracture from the received 
acoustic signal. This simulation demonstrates the possibility of varying the assumed microfracture 
characteristics so as to obtain a very similar record and thus determine which microfracture 
characteristics yield the correct results. 

Statistical Weibull-Tvpe Size Effect -- At the beginning of the project, the effect of randomness of 
material strength on the failure load has been studied. A detailed report would require a lengthy 
discussion. Suffice to say that the conclusion was that the statistical size effect is important only for 
failures that occur at fracture initiation but has only a minor influence on failures that occur after large 
stable crack growth. This comprises most, although not all, problems of sea ice fracture. A 
correction to the size effect law arising fiom these statistical effects has also been determined and was 
shown to be relatively minor under the aforementioned conditions. 



PLANS AND FUTURE DIRECTIONS 1 

In continuation of this program, the following problems should be solved: (1) Application of the 
present methods to the analysis of the experiments of Dempsey's team at Resolute and Barrow; (2) 
determination of the relations between macro- and micro- fracture characteristics; (3) fracture 
solutions for part-through cracks and cracks with large process zones; (4) generalization of fracture 
and failure models for sea ice to rate dependence; (5) determination of the relation between acoustic 
emission records and fiacture process in sea ice; (6) enhancement of understanding of the size effect 
in sea ice, particularly with regard to the cohesive crack model; (7) formulation of a complete theory 
for crack initiation and crack spacing; (8) determination of the effect of creep and temperature on the 
evolution of ice fracture; (9) analysis of the possible role of fractal nature of crack surfaces in the size 
effect on sea ice fracture. 
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FIG. 3.  Penetration fiacture of'sea ice plate under vertical 
load: (a) star-crack pattern, (b) plate wedge limited by two 
radial cracks, (c) typical calculated dellec~ion contours of 
cracked plate, (d-e) decrease of nominal strength with 
plate thickness at constant loaded-area radius for various 
numbers of star cracks, and for various radii of loaded 
area and the most dangerous variation of the number of 
cracks, (f) diagrams of the incremental and average energy 

co release rates, giving at their intersection and the initial 
w 

crack lcngtll and the initial crack spacing. 

Fig. 4 Thermal bending fracture of floating ice plate: 
(a) Unloading that causes release of stored energy, 
(b) temperature and cooling stress profiles, and (c) 
effect of plate thickness h on critical temperature 
drop of short or long duration. 
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Fig. 5 (a) Distribution of bending stress along the crack length for 
crack tips at various locations; (b) distributions of the average normal 
stress along the crack length for crack tips at various locations; and (c) 
distributions of the vertical crack depth along the crack for crack tips at 
various locations. (Note that high compression stresses are transmitted 
across the partially cracked cross sections even far behind the crack tip.) 

Fig. 6 Si~n~~lat io~i  of iliipnct of icc floc on rip,id circlllar ohslaclc by discrctc clc~iicnt nic~hod. Top: frecturc 
pattcms at various tinlcs; botton: for various velocities. 

Ume C] 
rig. 7 Histories oicaluclatcd cotltact force for 

Fig. 1, for various floe sizes and various 
intpact velocities. 

\.- 
Fig. 8 Calculated depc~~dcnce of macro- 

fracture energy and effitivc process- 
zone sizc or1 stalistical cocllicicnts of 
variation microstrengh of icc and 
microductility. 
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Fig. 9 Computers ikacture simulation of acoustic signals obtained in Dempsey's tests at Resolute: (a) Plan view of ice specimen 
and acoustic paths in vertical section, (b) Calculated and recorded time history of pressure at geophone, (c) Calculated and 
recorded history of square of pressure, (d) Cnlculnled histories of lhc squnre of pressure for fincluring of spccimcns of 
dinerent sizes, nnd (e)  Plnn vicw of individual crnck jumps causing ncoustic emissions. 



Scale Effects on .the Fracture and Constitutive Behavior of Sea Ice 
Dr. John Dempsey (PI),  Robert Adamson of Clarkson University. 

Scope of Large Scale Experiments 

The  P.I. has completed six field trips to the arctic over the last three years. These field 
trips were aimed a t  studying size and rate effects in sea ice. Large scale experiments 
coupled with small scale field and laboratory tests were completed to reach this goal. 
The experiments have yielded an abundance of information related t o  the fracture 
and constitutive behavior of sea ice. Table 1 summarizes the large-scale in-situ arctic 
experiments. 

'Joint experiments with Cole, Petrenko, Shapiro and Weeks 
2 M ~  floe fracture experiment joint with Coon, Farmer, Pritchard and Xie 
a3pt-Three point bend; b ~ ~ - ~ r a c t u r e ;  "RT-Reverse-tapered base-edge-cracked plates 
d ~ ~ - ~ i r s t  Year; eSQ-Square Plate (Lx L); FL-Flexure; gR-Rectangular Plate (Lx2L) 
hCORE - 0.2m diameter core, vertical, isothermal (small scale) 
'SCB - Semi-circular Bend Fracture/Flexure Geometry (small scale) 
jMY Floe - Multi-Year floe 84 

Date 

1/15-29, 1992 
C anmor e, 
Alberta 
4/17 - 51'7 
1993 
Resolute, 
N.W.T. 
11/9-19, 1993 
Barrow, 

I Alaska1 

3/9-20, 1994 
Barrow, 
Alaska1 
4/1-10, 1994 
SIMI Floating 
Camp, 
Beaufort Sea2 
5/8-19,1994 
Barrow 
Alaska1 

Table 1: 

Ice Type 

S1 fresh 
water ice 

FYd sea ice 
slightly 
aligned 

FYa sea ice 
Strongly 
aligned 

FY sea ice 
strongly 
aligned 
FY sea ice 
slightly 
aligned 

FY sea ice 
strongly 
aligned 

Summary of 

Ice 
Thickness 

h(m) 

0.50 

1.8 

0.30 

1.5 

0.2-0.6 

2<h<6 

1.7 

Large-Scale 

Test 
Geometries 

3 ~ t "  - F R ~  
RTc - FR 

3pt - FR 
SQe - FR 
SQ - FLf 

SQb 
Rg 
RTd 
 CORE^ 
SQ 
R 
SCB" 

SQ 

MYFloe3 

s Q 
R 

Experiments 

Size 

L(m) 

0.50 
0.34-28.64 

3.0 
0.5-80 

3.0 

2.5 
2.5 
1 .O 

0.36 
0.5-30 
1.5-2.0 

0..15 
2-15 

8 1 

0.25-30 
8 

Scale 

1:81 

1:160 

1:60 

13 .5  

1:120 

N/A 

# 
Tests 

4 
9 

1 
15 
2 

5 
1 
2 
4 
5 
2 
16 
5 

1 

5 
2 



Detailed Summary of Large-Scale Experiments 

Joint-Industry-Agency 'Large-Scale Ice Fracture Experiments:' A two-phase joint- 
industry-agency project (JIAP) was initiated in 1990 to calibrate a fracture theory for in- 
corporation into probabalistic global ice load models. Phase I of the JIAP "Large-Scale Ice 
Fracture Experiments" was completed in January, 1992 near Calgary, Alberta. The primary 
goal of Phase I was to assess the feasibility of large-scale, full-thickness ice fracture mea- 
surements. Other objectives included: (1) Field experimentation of specimen cutting and 
scribing, loading systems, servo-control and instrumentation; (2) Determination of fracture 
toughness of full-thickness freshwater ice, global elastic modulus and scale effects. 

Table 2: Large Scale Ice Experiments @ Calgary, Alberta 

Test ID 

GR1 
G R2 
B 1 
B 2 
B3 
B 4 

RT 1 
RT2 
RT3 
RT4 
RT5 
RT6 
RT7 
RT8 
RT9 
CM1 
CM2 

Test 
Geometry 

Griffith 
Griffith 
Beam 
Beam 
Beam 
Beam 

Reversed-Taper 
Reversed-Taper 
Reversed-Taper 
Reversed-Taper 
Reversed-Taper 
Reversed- Taper 
Reversed-Taper 
Reversed- Taper 
Reversed-Taper 

' Cant. Beam 
Cant. Beam 

Dimensions 

(L x W) 
(m xm) 

N/A 
N/A 

0.18x0.51 
0.16x0.51 
0.13x0.53 
0.15x0.52 
1.41x2.82 
0.41x0.82 
4.42x8.82 
0.34x0.68 
1.04x2.08 

10.36x20.72 
3.18x6.36 
3.20x6.40 

28.64x57.28 
0.36x0.09 
1.08x0.27 

Crack 
Length 

(4 
0. 
0. 

0.06 
0.05 
0.04 
0.05 
0.43 
0.14 
1.23 
0.95 
0.39 
3.12 
0.99 
0.99 
8.98 

N/A 
N/A 

Test 
Mode 

gas 
gas 
gas 
oil 
oil 
gas 
gas 
gas 
gas 
gas 
gas 
gas 
oil 
oil 

gas 
gas 

Control 

Load 
Load 
Load 

CTOD 
CTOD 
Load 
Load 
Load 
Load 
Load 
Load 
Load 

CTOD 
NCTOD 

Load 
Load 
Load 

Ambient Air 
Temp. "C 

-2.5 
-3.0 
-2.4 
+5.3 
-1.6 
-2.1 

0 
-0.3 
-0.6 
+0.4 
+o 
+o 
0 
-3 

+O 
0 
0 

GRl,GR2,Bl,B2: Bears Paw; B3,B4, All RT's, CMl,CM2: Spray Lakes. 

The project began at the Bearspaw Reservoir near Calgary, Alberta. The Griffith tests and 
the first two beam tests were conducted there. Due to  unseasonably warm temperatures, 
the test site was moved to Spray Lakes Reservoir in Canmore, Alberta. Ice conditions at  
the two sites were quite different in several respects. S2 freshwater ice existed at  Bearspaw, 
whereas S1 columnar ice was found at Spray Lakes. Also, the ice at  Bearspaw was highly 
fractured because of water level changes for hydropower needs. The ice at Spray Lakes had 
limited fractures and large areas with no visible cracks. The remaining experiments were 
conducted at  the Spray Lakes site. Table 2 summarizes the experiments completed during 
Phase I of the project, at  both Bearspaw and Spray Lakes. 

Griffith Tests: Two Griffith experiments were performed at the Bears Paw Reservior (Figure 



Figure 1: Test geometries: a)  Griffith crack, b) Three-point-bend fracture test, c) 
Reversed-taper geometry, d) Cantilever beam experiment e)  Small scale beam tests 



la) .  They consisted of simply cutting a notch in the ice sheet and inserting a flatjack. 
Displacement gauges were placed over the flatjack and at each of the crack tips. Stable 
cracking was achieved for about 3m from each crack tip. 

Notched Bend Tests: The three point (3pt) bend fracture geometry shown in Figure l b  was 
used with the aim of investigating size effects on in-situ ice possessing a thermal gradient and 
a natural thermal crack density. Difficulties were encountered with the specimens freezing 
in place and with the sides melting - causing sloping sides unsuitable for use as loading 
faces. This behavior was evidenced especially in specimen B4 (Spray Lakes). Despite these 
problems, an initiated crack was arrested in specimen B2 (Bears Paw) by closed loop control 
of the servo-hydraulic system using feedback from a crack tip displacement gauge. Closed 
loop control of cracking had (at that time) never been performed in an ice fracture experiment 
in a laboratory which makes the occurrence of controlled cracking in a field experiment 
especially significant. 

Reversed-Taper Geometry Experiments: Due to the difficulties encountered in preparing the 
notched bend tests, the reversed-taper geometry (RT) was adopted (Figure lc). This geom- 
etry had been previously used for lab work at Clarkson University and proved to be very 
successful for promoting stable cracking (DeFranco and Dempsey, 1995). Nine RT tests, most 
with multiple loadings, yielded a scale range of 1:81 and included the then largest known 
controlled fracture test specimen (40.5 x 40.5 x 0.5m). Reducing the specimen width with 
increasing crack length a is conducive to slow crack extension through rapidly increasing 
compliance with crack extension. Tests performed with nitrogen gas generally resulted in 
unstable fracture. Most of the closed loop servo-controlled tests involved multiple loadings 
and stable crack propagation. 

Cantilever Beam Experiments: An additional evaluation of specimen size on the elastic mod- 
ulus was made using three in-situ cantilever beams as shown in Figure Id. Several load/unload 
trials were performed on each experiment. Experiments CM1 and CM2 were successful. For 
CM3, the displacement gauges drifted due to the warm temperatures and wind; consequently, 
no useful data was obtained for this test. 

Small Scale Tests: A set of small scale beam tests were completed by IMD of Canada at  the 
site. These experiments help link the small scale lab tests with the large scale tests (Figure 
le). 

Characterization: Due to the warm temperatures at the test site, no characterization could 
be done during the testing. A large block of the ice from Spray Lakes was shipped back to 
Clarkson University where detailed characterization of the ice was performed. 

Phase 11, Resolute Bay: Based on the success of Phase 1, large-scale fracture tests in 
full-thickness sea ice were conducted on Phase 2 in April, 1993 near R,esolute, Northwest 
Territories (Kennedy et al., 1994). The tests in Resolute focused on the square plate ge- 
ometry, with the successful completion of fifteen fracture and three flexure tests. Table 3 
provides a summary of these experiments. 



Figure 2: a)  R-100 Ditchwitch for cutting out experiments; b) Square plate geometry; 
c) Square keyhole geometry; d) Rect. plate geometry; e) Rect. keyhole geometry 



Table 3: Large Scale Ice Experiments @ Resolute Bay 

Test 
ID 

SQ1 
SQ2 
SQ3 
SQ4 
SQ5 
SQ6 
SQ7 
SQ8 
SQ9 
SQlO 
S Q l l  
SQl2 
SQ13 
SQ14 
SQ15 
FL1 
TE1 
TE2 

Test 
Geometry 

Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Beam 

Keyhole 
Keyhole 

Dimensions 

(L x W) 

Crack 
Length 

(m> 
0.3 
0.28 
3.0 
5.02 
9.0 
9.0 
9.0 
0.9 
0.9 
0.26 
9.0 
0.25 
24.0 
9 .O 
0.9 

no crack 
1.5 
1.5 

Test 
Mode 

servo 

servo 
1 servo 

servo 
servo 

Control 

Load 
Load 
Load 
Load 
Load 
Load 
Load 
Load 

CMOD 
Load 

NCTOD 
CMOD 

Load 
NCTOD 
CMOD 

Load 
Load 
Load 

Amb. Air 
Temp. OC 

-9 
-13 
- 13 
-13 
- 13 
- 14 
-15 
-15 
-3  
-3 
- 14 
- 14 
-12 
- 12 
-17 
-17 
-6 
- 6 

Square Plate Experiments: The square plates tested ranged from (0.5 x 0.5 x 1.8m) t o  (80 x 
80 x 1.8m) covering a size range of 1:160. The ice was 1.8m thick so a large Ditchwitch, 
shown in Figure 2a, was necessary t o  cut out the plates. It was able to  create a 15 cm 
wide slot between the test piece and the parent ice sheet. This limited refreezing of the 
cut, providing the group time to clean the slush from the cut. A second smaller Ditchwitch 
was then used to  cut the crack in the specimens. This machine cut a notch 1.6 cm wide, 
enough to  insert the loading device, the flatjack. Because it was a narrow cut, i t  had t o  
be constantly cleaned t o  prevent refreezing. Both rate and size effects were examined. The 
loading was achieved by means of a flatjack inserted into the precut crack in the specimen. 
On the surface of the specimen, the crack opening displacements were measured at  three 
points: the crack mouth (CMOD), the crack tip (CTOD), and at  a point in between (COD). 
At each point, two displacement gauges were used, an LVDT and a KAMAN non-contacting 
displacement gauge. The KAMAN gauge had a finer resolution, but went out of range 
much earlier. As the crack opened, the KAMAN gauge would go out of range and the LVDT 
continued measuring, providing a continuous record of the crack activity. This was necessary 
for capturing the unloading curve immediately following fracture. Figure 2b shows the test 
setup for a typical square plate fracture test. All gauges were connected t o  two different 
digital recording devices, two 486 computers. This method of two backups ensured that no 
data was lost. One 486 computer was used for real time viewing of the gauge responses 
and slow data acquisition. The other computer was devoted to  high speed data aquisition. 



The flatjack was pressurized by either a gas or servo-controlled oil system. The pressure in 
the flatjack was proportional to the pressure applied to the ice, and was calculated through 
lab calibration of the flatjack. When using air, the load applied to  the ice was controlled. 
Typically, these were longer tests, running for at least five minutes. This system was capable 
of introducing prescribed unloadings at  various times in the loading. The hysteresis loops 
in the Load vs COD plots provide constitutive information as well as information necessary 
to calculate internal friction values. Servo controlled tests used displacement feedback for 
control. These were faster tests, usually taking less than one minute t o  fracture. 

Flexure Experiments: The testing of in-situ flexure beams proved to be a difficult task in 
Phase I. One flexure beam was tested in Phase 11. The test was successful, but required an 
excessive amount of preparation. It was found that test specimens using self-equilibrated 
loading (the RT on Phase I and the square plate on Phase 11) were inherently easier t o  setup, 
requiring minimal preparation. This provoked the use of the square plate keyhole geometry 
(Figure 2c). This was a flexure test similar t o  the square plate fracture tests, except that 
a 20cm hole was bored at the crack tip. The displacement gauges were placed at points on 
the crack, similar to the fracture tests. 

High Speed Video: Bob Gagnon of CNRC filmed the cracking events in the large scale frac- 
ture tests. 

Acoustics The acoustic signals resulting from the cracking events were recorded by Xie and 
Farmer from the Institute of Ocean Sciences. They deployed two hydrophones with a sam- 
pling frequency of 44.lkHz. These devices allowed acoustical measurements of propagation 
speeds of developing ruptures and acoustic radiation levels due to  micro-cracking as the 
tensile load was increased. 

Small Scale Tests: IMDINRC of Canada carried out experiments on the flexural strength 
of the ice for different sizes, depths, and orientations (Figure 2d). A series of small scale 
fracture toughness measurements with a range of parameters similar to  those of the strength 
tests were also performed. 

Characterization: A tent was set up at the site with all the equipment necessary for the 
full characterization of the ice. Characterization of the full thickness of the ice sheet was 
completed as well as salinity and density profiles. 

Sea Ice Mechanics Initiative (SIMI) - Barrow, AK: In order to  track the seasonal 
evolution of the mechanical and physical properties of first year sea ice, three field trips were 
conducted at Barrow, Alaska: November 9-19, 1993, March 9-20 and May 8-19 of 1994. 
This was a joint effort including Weeks, Shapiro, and Byers from the University of Alaska at 
Fairbanks (UAF), Dave Cole from CRREL, New Hampshire, and our group from Clarkson 
University. A total of thirty large scale tests were completed covering a wide range of 
sizes, temperature profiles, and loading paths. Each set involved a large scale in-situ (full ice 
thickness) matrix of experiments and a complementary small scale (partial thickness) matrix 
of experiments. The ice conditions encountered at Barrow were very interesting; that is, the 
sea ice was strongly aligned, and thus, in addition to the salinity, grain size and thermal 
profile there was this additional important microstructural feature t o  incorporate. In all 
these experiments, a computer-controlled flatjack loading system was employed to load the 
ice along preset load paths recording both load and deformation. Issues examined included 
the effects of size, rate, load path (monotonic, cyclic and creep recovery) and geometrical 
test orientation vs c-axis alignment. Figure 3a shows the schematics of the various load 
paths. On each trip, detailed characterization and micrography was carried out by Cole 
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Table 4: Large Scale Ice Experiments @ Barrow, AK: November 9-19 

Dimensions 

Square 
Square 
Square 
Square 

Rectangle 
Square 

RT 
RT 

Core 
Core 
Core 
Core 

Table 5: Large Scale Ice Experiments @ Barrow, AK: March 9-20 

Crack 
Length 

( 4  
0.75 
0.75 
0.75 
0.75 
1.25 
0.75 
0.3 
0.3 
0.1 
0.1 
0.1 

Test ID 

SQPLl 
SQPL2 
SQPL3 
SQPL4 
SQPL5 
SQPL6 
SQPL9 
SQPLlO 

SCB 

Control 

Control 

Cyclic/Ramp 
Cyclic/Ramp 
CMOD-Ramp 
Cyclic/Ramp 
Cyclic/Ramp 
Fast Ramp 
Fast Ramp 
Fast Ramp 
Fast Ramp 
Fast Ramp 
Fast Ramp 

Test 
Mode 

1 
Fracture 
Fracture 
Fracture 
Fracture 
Flexure 
Flexure 
Fracture 
Fracture 
Fracture 
Fracture 
Fracture 

Crack 
Length 

(4 
0.45 
0.45 
0.45 
0.75 
0.6 
0.6 
9.0 

0.25 
0.06 

Ramp 
Ramp 
Ramp 

Mono/Ramp 
Ramp 
Ramp 

Cyc/CR/Ramp 
Cyclic 

Cyc/Ramp 

Fast  ram^ 

Failure 

Easy 
Easy 
Easy 
Hard 
Hard 
Easy 
Easy 
Hard 
Easy 
Easy 
Hard 

0.1 Fracture 

Test 
Geometry 

Square 
Square 
Rect. 

Square 
Square 
Rect. 

Square 
Square 
SCB 

Table 6: Large Scale Ice Experiments @ Barrow, AK: May 8-19 

Hard 

Test 
Mode 

Fract. 
Fract. 
Fract. 
Fract. 
Fract. 
Fract. 
Fract. 
Fract. 
Fract. 

Dimensions 

(L x W) 
(m x m) 

1.5mx1.5m 
1.5mx1.5m 
3.0mx1.5m 
2.5mx2.5m 
2.0mx2.0m 
4.0mx2.Om 

30.0mx30.0m 
0.5mx0.5m 

0.15mx0.2m@ 

Failure 

Easy 
Easy 
Hard 
Easy 
Easy 
Hard 
Easy 
Easy 

HIE 

Test ID 

sQ1 
SQ2 
SQ3 
SQ4 
SQ5 
sQ6 
SQ7 

Test 
Geometry 

Square 
Square 
Rect 
Rect 

Square 
Square 
Square 

Crack 
Length 

( 4  
4.8 
1.2 
2.4 
3.0 

0.29 
0.13 
9.0 

Dimensions 

(L x W) 
( m x m )  
16.0x16.0 
4.0x4.0 

8.0x16.0 
8.0x16.0 
1.Ox1.0 

0.25x0.25 
30.0x30.0 1 

Control 

CR/Ramp 
Cyclic/Ramp 

C)R/Cyc/Ramp 
CR 

CR/Ramp 
CR 

Cyc/CR/Ramp 

Test 
Mode 

Fracture 
Fracture 
Fracture 
Fracture 
Fracture 
Fracture 
Fracture 

Failure 

Easy 
Easy 
Hard 
Hard 
Easy 
Easy 
Easy 



Figure 4: Large-scale ice cutting machinery a) 30 ton Ditchwitch; b) Specially des 
cutting machine 



from CRREL in a cold room located near the test site. 

November 9-19: At this time, the ice was about 30cm thick and showed a strong c-axis 
alignment. Because of the strong c-axis alignment, the test plan was modified and tests with 
the crack propagating parallel (hard fail, 11) and perpendicular (easy fail, I) to the c-axis were 
conducted. Table 4 presents the large scale tests completed on the first trip t o  Barrow, AK. 
Due to  the success of the square plate geometry in Phase 11, it was used again. Unfortunately 
when testing SPF4, a square plate with the precut crack in the hard fail direction, the crack 
still chose to  propagate in the easy fail direction, resulting in a strength failure. To overcome 
this problem, a rectangular geometry was chosen, with a width twice that of the length. 
This geometry was tested in SPF5 and proved to  be successful. The flexure tests were 
accomplished by drilling a hole a t  the tip of the crack which was precut in the square or 
rectangular sample. The RT geometry used in Phase I was also tested. This geometry was 
able to  overcome the crack's tendency to  propagate in the easy fail direction when testing in 
the hard fail plane. Petrenko from Dartmouth was present for these experiments to  study 
the electromagnetic emissions from the fractures. Foil electrodes were placed on either side 
of the predicted crack path and were able to measure the velocity of the propagating cracks. 

Small Scale Tests: Full depth cores were tested by cutting a crack from the side to  the center 
of the core as shown in Figure 3b. A small flatjack was then put in the crack and the core 
was split in half. Each half was then used to make SCB specimens shown in Figure 3c. These 
tests show the variation in strength with respect to depth and orientation. Also, small plates 
subjected to  four point bending were tested (Figure 3d). All small scale experiments were 
done under isothermal conditions by Shapiro and Weeks from UAF. These tests provided 
the link between large scale tests and small scale laboratory experiments. 

March 9 t o  20: At this time, the ice sheet was approxinlately 1.7m thick. The average air 
temperature was -25OC, creating a large temperature profile. Because of the ice thickness, 
the samples had to be cut with a ditchwitch (Figure 4a) and a specially designed saw (Figure 
4b). To achieve similar aspect ratios (width to thickness) as compared to  the first trip, larger 
samples were required. The tests conducted on the second trip are summarized in Table 5. 
A total of 10 tests were completed covering a size range of 1:30 with the largest being a 30m 
x 30m square plate. High speed measurements of the electromagnetic emissions (EME) were 
recorded providing quantitative information on the cracking dynamics. 

Small Scale Tests: In addition t o  the large scale matrix, a set of small scale experiments 
were completed at  the site. It consisted of sixteen semi-circular-bend (SCB) tests, 8 with the 
crack parallel t o  the c-axis (hard fail) and 8 with the crack parallel to  the basal plane (easy 
fail). Each test was at a subsequently lower depth in the ice sheet, providing information 
on the strength relative to  the depth. All of the SCB tests were conducted in a small field 
testing apparatus under isothermal conditions. 

May 8 to  19: By this time in the season, the ice was still about 1.7m thick but had a near 
vertical temperature profile through the thickness. Again, the Ditchwitch and the special 
crack cutting machine were required. Table 6 presents the list of the tests conducted on the 
third trip. To compare with the largest size on the previous trip, another 30m x 30m plate 
was tested. Similar loading sequences were applied to both specimens in ordel* t o  determine 
the effect of the temperature profile on the strength and cracking behavior. Schapery from 
the University of Texas visited the site and provided useful insight on applying load recovery 
sequences to  determine the viscoelastic behavior of the sea ice. Cole from CRREL employed 
an acoustic emissions (AE) monitoring system on this trip. Two ultrasonic tra.nsducers were 
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Figure 5: Multi-Year ice floe split a t  the SIMI Camp, Beaufort Sea 



Table 7: Large Scale Ice Experiments @ the Floating SIMI Camp, Beaufort 
Sea 

frozen to  the surface slightly ahead and t o  either side of the crack tip. This system provided 
useful information on microcrack nucleation in the crack tip vicinity, giving a clear indication 
of the threshold load needed for the onset of microcracking activity. 

Smell Scale Tests: In addition to the large scale tests, lab sized specimens were tested a t  
the site. SCB samples were tested as on the second trip. Three full depth cores were also 
shipped back t o  Clarkson University for continued testing at  isothermal conditions. SCB as 
well as tension experiments were completed and a full characterization of the sheet was done 
t o  see if the ice morphology had changed. 

Dimensions 
(L x W)  
(m x m) 
2.0x2.0 

3.66x3.66 
2.44x2.44 
4.88x4.88 
15.0x15.0 
80m dia. 

Test ID 

sQ1 
s&2  
SQ3 
SQ4 
s&5 

FLOE 

FLOATING SIMI CAMP, BEAUFORT SEA: In the spring of 1994, the P I  partici- 
pated in a Sea Ice Mechanics Initiative (SIMI) project geared toward studying the mechanics 
of sea ice. A total of seven fracture tests were done at  the SIMI floating camp in the Beaufort 

Crack 
Length 

(m) 
0.74 
0.43 
0.84 
0.84 
3.29 
9.0 

Test 
Geometry 

Square 
Square 
Square 
Square 
Square 

Sea. Table 7 has a summary of the experiments conducted at  the camp. 

Thickness 

( 4  
0.20 
0.20 
0.60 
0.60 
0.20 
i3.0 

Test 
Mode 

Fracture 
Fracture 
Fracture 
Fracture 
Fracture 
Fracture 

Square Plate Tests on Lead Ice: Five square plate goemetry tests were completed on lead 
ice with thicknesses ranging from six inches to two feet. Most of the square plates were 

Control 

Ramp 
Ramp 

Cyc/Ramp 
CR/Cyc/Ramp 

CR/Ramp 
Cyc/Ramp 

subjected t o  an extensive set of cyclic and creep recovery sequences a t  relatively low loadings. - 
A controlled monotonic load ramp was applied to  fracture the plates. As with previous field 
trips, displacement gauges were placed at  chosen locations on the ice surface to  measure the 
crack opening displacements. Blocks of ice from several of the experiments were shipped 
back to  Clarkson University for full characterization. 

Splitting of a Multi-Year Floe: The most significant field achievement of the P I  was the suc- 
cessful splitting of a 80m diameter multi-year ice floe shown in Figure 5. The surrounding 
lead ice was double cut with chainsaws and the pieces were removed. This created about a 
one foot gap around the floe to ensure i t  was not subject to  any confining forces. A crack 
about 10m long was then cut in the floe. Due to the limitations of the saw, the crack was 
only cut partially through the thickness. Low level cyclic loading was first applied to  force 
the crack t o  propagate down through the thickness. The floe was then loaded to  failure. 
Acoustic signals were recorded by Xie and Farmer and the MIT/WHOI group. Results from 
Xie and Farmer show the cracking as a function of time, verifying the splitting. In addition, 
crack velocities and crack paths were determined. 



Findings to date 
Phase I - Alberta, Canada: The in-situ experiments were all done at very warm tempera- 
tures, temperatures a t  which laboratory experiments are essentially impossible. A large size 
range was completed for very large macrocrystalline freshwater ice. It was very interesting 
to  see that even short term loadings to  failure exhibited nonlinearity. Through modelling 
efforts, the process zone was found to be very small for all sizes. Accordingly, the apparent 
size effect is due not to  growth in the process zone size but rather specimen size vs. grain 
size (polycrystallinity effect). 

Phase I1 - Resolute, Canada: A very large size range on thick (1.8m) slightly aligned first 
year sea ice was completed. Analysis of the experiments has shown a significant influence 
of bulk viscoelastic as well as rate dependent process zone behavior. It was also found that 
current size effect laws are not immediately applicable. 

Barrow, Alaska: A large amount of data was collected for experments covering a large 
size range with variations in thickness, thermal profile, grain size and salinity. Cyclic as 
well as creep recovery loading sequences were applied to many of the experiments. This is 
very important for extracting the constitutive behavior of the sea ice necessary for modelling 
efforts. In addition, good fracture/electromagnetic information was obtained which is very 
useful for determining the cracking behavior. At present, little analysis of these experiments 
has been done. 

SIMI Camp, Beaufort Sea: The cracking of a 80m diameter multi-year floe was a signif- 
icant accomplishment on this trip. Xie and Farmer (1995) deployed a series of hydrophones 
around the floe, capable of tracking the cracking events. Interactions with Yunbo Xie have 
enabled us to  correlate our load and displacement records with his record of the crack tip 
position. In addition to  the floe, square plate tests were conducted on the thin lead ice. 
Although no analysis has been done, blocks of ice were shipped back to Clarkson University 
where a thorough characterization was done. It showed a slight alignment in the c-axis of 
the thin first year ice. 

Analysis and Publication Plans 
Analysis of the the field tests is underway at Clarkson University. In addition, characteriza- 
tion and testing of cores and blocks from the trips sent to Clarkson University is being done. 
Modeling efforts are in progress as well as checking the validity of various size effect laws. 
Interactions with Prof. Schapery (University of Texas, Austin) are underway for analyzing 
the creep recovery records as well as developing a constitutive model for sea ice incorporat- 
ing a viscoelastic component. Interactions with Dave Cole include discussions related to sea 
ice micrography and implementation of his anelastic straining model. Interactions with Xie 
and Farmer and Petrenko will continue in an effort to relate their cracking information with 
our load and displacement records. Interactions with Shapiro and Weeks on the topics of 
small scale tests and ice characterization will continue. Following is a list of topics for future 
publications and collaborations related to results from the SIMI projects: 

r Evaluation of existing size effect laws. 

Development of rate-independent process zone model. 

Development of rate-dependent process zone model. 

Development of process zone modeling incorporating bulk nonlinear viscoelastic de- 



formation. 

Evaluation of stress-separation law dependencies on influences such as size and rate. 

Do the fracture properties at large scale differ significantly from those at small scale? 

Can laboratory-scale testing be used to predict properties at large scale? 

What particular problems are faced with large scale testing? 

Comparison of acoustic and electromagnetic crack position data with process zone 
modeling (Xie and Farmer, Petrenko). 

Comparison of acoustic energy signatures with process zone energy predictions (Xie 
and Farmer). 

Publish characteristics of small-scale and large scale data (Cole, Shapiro, Weeks) 

Following is a list of related publications in print or to be submitted: 

"Joint Sea Ice Experiments at Barrow, Alaska," D.M. Cole, J.P. Dempsey, R.M. Adamson, 
L.H. Shapiro, W. Weeks, C. Byers, V. Petrenko, O.V. Gluschenkov, in ICE MECHA NICS- 
1995, ASME AMD-Vol. xxx (in preparation). 

"Fracture analysis of semi-circular and semi-circular-bend geometries," R.M. Adamson, J.P. 
Dempsey and S.V. Mulmule, in International Journal of Fracture (submitted for publica- 
tion, 1995). 

"Large-scale ice fracture experiments in Alberta and at Resolute," J.P. Dempsey, R.M. 
Adamson, S.V. Mulmule, S.J. DeFranco and Y. Xie, in ICE MECHANICS-1 995, ASME 
AMD-Vol. xxx (in preparation). 

"Large-scale ice fracture experiments at Barrow and on the SIMI Camp," R.M. Adamson, 
J.P. Dempsey, S.V. Mulmule and Y. Xje, in ICE MECHANICS-1995, ASME AMD-Vol. 
xxx (in preparation). 

J. P. Dempsey, Z. P. Bazant, Y. D. S. Rajapakse, S. S. Sunder, ICE MECHANICS-1993, 
ASME AMD-Vol. 163. 

J. P. Dempsey and Y. D. S. Rajapakse, ICE MECHANICS-1995, ASME AMD-Vol. xxx (in 
preparation). 

"Laboratory and field-scale fracture of an analogue quasi-brittle material: ice," J .  P. Dempsey 
and S. J .  DeFranco, in Size Effect in Concrete Structures, H. Mihashi, H. Okamura and 
Z. P. Baiant, E & F N  SPON (Chapman and Hall) (1994) 151-1.58. 

"Splitting of Ice Floes," J.P. Dempsey, S.J. DeFranco, D. Blanchet and A. Prodanovic, in 
12th POAC Conference, Vol. 1, 17-22, 1993. 

"Large-Scale Ice Fracture Experiments," K.P. Kennedy, D. Blanchet, A. Prodanovic, J.P. 
Dempsey, S.J. DeFranco, P.A. Spencer and D. Masterson, in 12th POAC Conference, Vol. 
2, 527-536, 1993. 



"Large-scale ice fracture experiments: Phase 2." K.P. Kennedy, K.J. Mamer, J.P. Dempsey, 
R.M. Adamson, P.A. Spencer and D.M. Masterson, in IAHR 94: Proceedings of the 12th 
International Symposium on Ice, Trondheim, Sweden, Vol. 1, pp 315-324, 1994. 

"Fracture resistance determination of freshwater ice using a chevron notched tension speci- 
men" L. M. Stehn, S. J. DeFranco and J. P. Dempsey, in International Journal of Fracture 
65 313-328, 1994. 

"Specimen geometry effects on the fracture of warm pond (Sl)  ice," L.M. Stehn, S.J. De- 
Franco and J.P. Dempsey, in ASCE Journal of Engineering Mechanics 121, 16-25, 1995. 

"Orientation effects on the fracture of pond (Sl)  ice" L.M. Stehn, S.J. DeFranco and J.P. 
Dempsey, in Engineering Fmcture Mechanics (in press). 

"Fracture Analysis of base-edge-cracked reverse-tapered plates," J.P. Dempsey, R.M. Adam- 
son and S.J. DeFranco, in International Journal of Fracture, (in press). 

"A grain multiplication mechanism for the formation of transition zones in first year sea 
ice," Y. Wei, M. Johnston and J.P. Dempsey, in Cold Regions Science and Technology (in 
~ r e s s ) .  



4. ICE PROPERTIES 

Papers included in this section are the following: 

"Field and Laboratory Experiments and Modeling of the Constitutive Behavior of 
Sea Ice," by Dr. David M. Cole (P.I.) of the U.S. Army Cold Regions 
Research and Engineering Laboratory 

"Crack Nucleation Mechanisms in Columnar Ice -- Recent Developments," by V. 
Gupta (co-P.I.), R. C. Picu, J. Bergstrbm, and H. J. Frost (P.I.) of the 
Thayer School of Engineering, Dartmouth College 

"Compressive Failure of Columnar Saline Ice under Multiaxial Loading," by Erland 
M. Schulson (P.I.) of the Thayer School of Engineering, Dartmouth 
College 

"Studies of the Influence of Fabric and Structure on the Flexural Strength of Sea 
Ice and, of the Consolidation of First-Year Pressure Ridges," by Drs. Lewis 
H. Shapiro, Wilford F. Weeks, and William D. Harrison of the Geophysical 
Institute, University of Alaska Fairbanks 

Papers with additional information on ice properties in Section 2, Acoustics: 

"Sea Ice Failure Mechanisms," by Robert S. Pritchard of Icecasting, Inc. 

Papers with additional information on ice properties in Section 5, Ice Stress, Ice Strain, 
and Ice Conditions: 

"Pack Ice Stresses and their Relationship to Regional Deformation," Jacqueline A. 
Richter-Menge (P.I.), Bruce C. Elder, Walter B. Tucker 111, and Dr. 
Donald K. Perovich of the U.S. Army Cold Regions Research and 
Engineering Laboratory 



Field and Laboratory Experiments and Modeling of the Constitutive 
Behavior of Sea Ice 

Dr. David M. Cole (P.I.) U.S. Army Cold Regions Research and Engineering 
Laboratory, Hanover, NH. 

Scope of Model andlor Data Set 

This line of research involves laboratory experiments and modeling of the 
mechanical properties of saline ice. Initially, the work focused on laboratory- 
grown ice subjected to reversed direct-stress (alternating uniaxial 
tension~compression) loading. The ability to perform this type of loading on ice 
was developed by the P.I. and his associates at CRREL, and the work previously 
focused on building a data base mapping out the effects of temperature, frequency, 
amplitude, rnicrostmcture and physical properties on the cyclic loading response of 
laboratory-grown ice. These findings, which primarily examined behavior at low 
strains (constant rnicrostmctural conditions) supported the development of a 
mechanistic model of the anelastic (time dependent recoverable) strain as described 
below. The effort was subsequently expanded to examine creep and creep 
recovery effects, employing the cyclic loading methodology to track compliance 
changes associated with the creep straining history. The physical properties of the 
laboratory-grown specimens were varied significantly to provide insight regarding 
the effects of salinity and porosity on compliance. 

During FY94, the effort was expanded to address the behavior of naturally 
occurring sea ice, alignment and scale effects. This work is centered on a set of in- 
situ cyclic, creep and creep recovery field experiments conducted at Barrow, AK, 
in conjunction with J.P. Dempsey (Clarkson University), L. Shapiro and W. Weeks 
(University of Alaska, Fairbanks), under 0NR7s Sea Ice Mechanics Accelerated 
Research Initiative. The field experiments employed similar loading paths as the 
laboratory work and were repeated at three times during the growth season to 
relate the mechanical properties to the evolving physical properties of the sheet. 
The in-situ experiments were conducted in highly aligned ice in Elson Lagoon and 
cores were shipped to CRREL for detailed laboratory experiments which are 
currently in progress. In-situ cyclic, creep and creep recovery experiments were 
conducted on notched specimens over a range of physical scales from sub-meter to 
a maximum of 30 x 30 mZ. Applied frequency ranged from 5 x 10" to 1 Hz, which 
is bracketed by the frequency range applied in the laboratory experiments. The 
microcracking activity in the vicinity of the notch tip was monitored during the 
final set of field experiments employing the acoustic emissions monitoring 
technique. Ice sheet thickness for the three field trips was 0.3 m (November 
1993), 1.38 m (March 1994) and 1.78 m (May 1995). Air and ice temperatures 
were monitored and eight salinity profiles were obtained for the test site during the 
growth season. 



As an important aspect of this program is the linking of physical and mechanical 
properties of sea ice, a good deal of attention is being paid to characterizing 
physical properties in the field and in the laboratory specimens. In addition to the 
usual salinity, density and porosity determinations, photomicrography is being used 
extensively to help quanti@ the details of the microstructure. The ice saw 
developed for the field program provided a means to obtain thin slabs through the 
entire depth of the sheet. Under back lighting, it was possible to make unusually 
detailed observations of the brine drainage structures, which in turn are providing 
new insight into the development and geometric characteristics of these important 
sea ice features. 

The cyclic loading response of sea ice is dominated by the elastic and anelastic 
(time-dependent but recoverable) components of deformation for many conditions 
of interest, and the associated theoretical effort has focused on identifjring the 
underlying deformation mechanisms and developing a physically based model of 
the transient and steady-state viscoelastic behavior. With the availability of the 
results on field cores of aligned ice, the model is currently being expanded to 
address alignment effects. Additionally, since the temperatures observed in the in- 
situ experiments were relatively high (T r - 10°C for the November 1993 and May 
1994 trips), the range of applicability of the model is currently being extended to 
higher temperatures (T < -3°C) on the basis of the laboratory results. 

Findings to Date 

The laboratory experiments have produced information on the effects of 
temperature, amplitude, fiequency, microstructure, alignment and prestrain on the 
elastic and anelastic response of saline ice. Zero mean stress sinusoidal loading 
serves as the benchmark test in this program. The experiments have provided a 
means to examine saline ice as a material and to apply established methodologies 
to identi@ the operative deformational mechanisms. This is an important step 
toward one of the long-term goals of the work, which is to develop mechanistic 
links between the physical and mechanical properties of sea ice. 

Experimental Observations on Laboratory-Grown Ice. Figure 1 shows typical 
cyclic loading behavior observed in the laboratory experiments. The hysteresis 
loops provide basic information on the transient and steady-state behavior, the 
internal fiction, stress level and fiequency effects. A study of the effect of creep 
prestrain (in the absence of rnicrocrack damage) on compliance strongly indicated 
the operation of a dislocation-based mechanism for the dominant relaxation 
process. By producing specimens having a wide range in physical properties, it was 
possible to examine the relationship between physical and mechanical properties 
under well-controlled conditions. The experiments illustrated a direct link between 
total porosity and the magnitude of the anelastic straining at all the frequencies 
examined (Figure 2). 



Strain 
Total Porosity 

Figure 1. Typical hysteresis loops from Figure 2. Compliance vs. porosity 
laboratory-grown saline ice. for several frequencies. 

The study of temperature effects on the anelastic straining indicated that an 
activation energy @ = 0.55 eV adequately represents the dislocation relaxation for 
T  r -10°C. The grain boundary relaxation is characterized by pb = 1.38 eV. 

Experimental Observations on Field Cores. Preliminary analysis of the field 
specimens indicates that the above-mentioned value of @ may be applicable to 
temperatures as high as -3"C, and work continues to verify this finding. Figure 3 
shows the effective modulus at several frequencies as a function of temperature for 
-3 < T I  -10°C. The response is characterized by a significant frequency effect and 
a surprisingly weak temperature dependence. Although at first surprising, the 
weak temperature dependence is taken to indicate near fill relaxation with respect 
to the dislocation and grain boundary mechanisms under the prevailing conditions. 
The temperature dependence is similar to that observed for freshwater ice and are 
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consistent with the model predictions as discussed below. Heretofore, alignment 
effects had been largely confined to examinations of compressive strength over a 
relatively narrow range of temperatures and loading rates. Figure 4 presents the c- 
axis orientation dependence of the effective modulus. The long axis of the 
cylindrical specimens fall along (0°), perpendicular to (90") or at 45O to the 
preferred c-axis direction. The O0 and 90" orientations produce approximately the 
same effective modulus at the temperatures and frequencies examined. The values 
for the 45" orientation, which maximizes the resolved shear stress on the basal 
planes, consistently shows a lower modulus than the other two orientations. 

Brine drainage networks and microstructure. Figure 5 gives an example of the 
unique observations that were made of the brine drainage networks through the 
entire depth ofthe ice sheet during the March, 1995, trip. The ice saw developed 
for the program by researchers at the University of Alaska, Fairbanks, made it 
possible to obtain smooth-sided, thin slabs that extended through the entire ice 
sheet. When photographed under back lighting, they provided an excellent view of 
the complex drainage networks. A photomicrography system was employed 
during the field work to document the details of the microstructure and inclusion 
geometry immediately after removal of the ice from the parent sheet (Figure 6). 
These serve as a basis of comparison for micrographs obtained from the cores 
shipped back for testing and provide usehl insight regarding the in-situ 
characteristics of the ice. 

Figure 5. Brine drainage networks observed in March, 1995, at Elson Lagoon. 
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Figure 6. Typical sea ice micrograph obtained during the field experiments. Frame 
size is 10 xl5 d. 

Model of Cyclic Loading Response. Analysis of the laboratory experiments 
indicated that the anelastic behavior was due primarily to the operation of two 
distinct mechanisms: a dominant dislocation relaxation and a less significant grain 
boundary relaxation mechanism. Figure 7 illustrates a typical broad dislocation 
relaxation peak in terms of Dz (out-of-phase or loss compliance) in the frequency- 
shifted data from a specimen examined at a number of temperatures, frequencies 
and stress levels. The curve shows the model predictions. The anelastic straining 
model (Cole, 1995) considers these two relaxations to be additive when no 
prestrain is involved, and Figure 8 shows the behavior of the model in terms of Dz, 
the 90"-out-of-phase (loss) compliance. 

In the absence of deformation that would effectively lock the grain boundaries, 
D, = D: + Dfb and D, = D,d + Dfb , where: 



The superscripts d and gb indicate quantities pertaining to the dislocation and grain 
boundary relaxations, respectively; T' is a relaxation time, sid = ln(rdo ) and 

q@ = l n ( r g b  ) . TheSD give the strength and the Di give the unrelaxed 
compliances of each relaxation mechanism. Cole (1995) presents the complete 
development of the model. The transients in both relaxations are governed by 

2 - tan-' exp[ad ln(ro , )] 
A 

with the appropriate values of the peak broadening term a' and relaxation time r. 
In the last expression, .r=llo (o is the angular driving frequency). Time enters the 
expression explicitly by setting .q = r l .  The data were found to obey time- 
temperature superposition and are well represented by a single activation energy 
and a distribution in relaxation times. The strength of the dominant dislocation 
relaxation is a fbnction of the mobile dislocation density on the basal plane A, an 
orientation factor 0, a microstructural restoring stress K and the Burgers vector b: 

Analysis of the laboratory results fiom cores of the thin ice (0.3 m) obtained during 
the Fall of 1993 indicates a significant alignment effect on the dynamic compliance. 
To quantifjl the alignment effects, the fabrics of those specimens are being 
examined to determine the orientation factor, which in turn indicates the 
proportion of shear stress carried by the basal planes. The field cores are being 
examined over the range of relatively high temperatures observed in the field. 
Interestingly, the observed temperature dependence is in line with the predictions 
of the model (which was based on results for T < -10°C) for the effective modulus 
as indicated in Figure 9. 

The orientation effects found in the field specimens are currently being 
incorporated into the anelastic straining model, with an emphasis on developing a 
quantitative relationship between fabric and compliance. Work is also under way 
to incorporate this model into the finite element analysis of the in-situ experiments 
being developed by Prof. Dempsey's group at Clarkson. 
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Figure 7. Broad compliance peak observed in laboratory-grown saline ice. Curve is 
the model prediction. 
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Figure 8. Model predictions of the dislocation and grain boundary peaks in terms of 
loss compliance, calculated for - 10°C. 
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Figure 9. Model predictions of the effective modulus. 



Analysis and Publication Plans 

The laboratory experiments and analysis of the cores fiom the March, 1994 and 
May, 1994, field trips will continue as planned during the remainder of FY95. On 
the basis of these findings, the anelastic straining model will be extended to include 
alignment effects and the temperature dependence for T 2-10°C wiU be verified. 
The creep and creep recovery data will be analyzed and the observed viscous 
effects will be modeled. Radial deformation measurements have been included in 
the experiments on the field cores and those data will be incorporated into the 
analysis as well. The acoustic emissions observations fiom the May, 1994, trip will 
be analyzed and interfaced with the in-situ load/deformation readings made by 
Dempsey's group. As of this writing, the anelastic straining model is being 
implemented in the finite element code that has been developed by Dempsey's 
group to analyze the in-situ specimens. The analysis will ascertain the role of 
anelasticity in the time-dependent effects observed in the fiacture experiments. 
Extensive interaction will continue with Prof. Dempsey on this and related matters 
as attention focuses on the improvement of the small-scale models and their 
extension to the large-scale in-situ result fiom the Barrow Experiments. Reports 
with the following titles will be authored jointly with Prof. Dempsey's group: 

In-situ cyclic loading response of sea ice I: Scale effects, and 11: Comparison of 
laboratory-scale predictions with large-scale observations. 

Interactions with Profs. Shapiro and Weeks (University of Alaska, Fairbanks) on 
the topics of fabric, physical properties and drainage network characterization will 
continue as will interactions with Profs. Schapery and Rodin (TJniversity of Texas, 
Austin) regarding various aspects of the constitutive modeling of sea ice. 

Additionally, as there is a good deal of interest in the sea ice community in the 
physical properties characterization, micrography and brine drainage network 
observations, these will be accumulated and analyzed in a separate CRREL Report 
tentatively titled: 

Observations on the physical properties, microstructure and brine drainage 
networks in first-year sea ice through a growth season. 

Other papers related to the P.I.'s sea ice mechanics work include: 

Cole, D.M. (1995) A model for the anelastic straining of saline ice. Phil. Mag. A, 
In Press. 

Cole, D.M. and G.D. Durell(1995) Cyclic loading of saline ice. Phil. Mag. A, In 
Press. 

Cole, D.M. and G.D. Durell(1995) The cyclic loading of saline ice. CRREL 
Report In Press. 



Cole, D.M. and G. D. Durell(1995) The effect of C-axis alignment on the 
constitutive behavior of sea ice at low strains. To be presented at the 
ASME Joint Applied Mechanics and Materials Summer Meeting, UCLA, 
June 28-30. 

R.M. Adamson, C. Byers, D.M. Cole, J. P. Dempsey, O.V. Gluschenkov, V. 
Petrenko, L.H. Shapiro and W. Weeks (1995) Joint sea ice experiments at 
Barrow, Alaska. To be presented at the ASME Joint Applied Mechanics 
and Materials Summer Meeting, UCLA, June 28-30. 

Cole, D.M. (1994) The effect of temperature and microstructure on the 
constitutive behavior of ice at low strains. Proceedings of the IAHR 12th 
Int'l. Ice Symp., Trondheim, Norway, Vol. 3, pp. 105 1-1058. 

Cole, D.M. (1993) The effect of creep on the constitutive behavior of saline ice at 
low strains. In Ice Mechanics 1993, Proc. 1st Joint Mechanics Meeting of 
ASME, ASCE and SES, Charlottesville, VA, June 6-9, AMD-Vol. 163, 
pp. 261-272. 

Cole, D.M. (1990) Cyclic loading of saline ice: Initial experimental results. Proc. 
9th Intl. Conf. on Offshore Mechanics and Arctic Engineering, Vol. IV, pp. 
265-27 1. 
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Scope of Work 

Interest has been generated in the mechanical properties of saline ice because of a variety of 
engineering challenges which involve the interaction between sea ice and man-made 
structures. Oil exploration in the northern seas requires the design of off-shore platforms 
for waters subject to ice cover. This requires estimation of forces induced by moving ice 
sheets and ice bergs against stationary structures; these forces in turn depend on the details 
of the deformation mechanisms within ice. Similar problems are encountered in designing 
ice-breaking ships and submarines operating under the ice covers. Of particular interest is 
the impact of ice sheets at moderate and high velocities, where ice essentially deforms in a 
brittle manner. Within the brittle regime, a variety of mechanisms are possible. At the point 
of impact, the ice may undergo local crushing which involves the nucleation of several in- 
plane and out-of-plane cracks, followed by a progressive damage through crack-to-crack 
interaction, and an ultimate failure through the extrusion of the fragmented ice particles 
from the edges. Sometimes an additional mechanism is observed in which the ice floe 
splits through the propagation of a through-thickness crack. Finally, if the ice-sheet 
thickness is large enough, the failure can be through the propagation of an in-plane crack 
which eventually turns towards the ice surface, forming an ice spall. Thus, to estimate ice 
loads from fundamental considerations, it is important to understand the mechanisms 
associated with crack nucleation, crack propagation and crack-to-crack interaction. 

Through a combined experimental and numerical modeling program, we have 
studied various mechanisms that are responsible for nucleating cracks in both saline and 
freshwater columnar ice. Since our deformation-based models require the input of 
fundamental material properties like the cleavage strengths and the fracture toughness of ice 
crystals, we have obtained them independently by devising separate experiments. Finally, 
we have shown how the fundamental work on crack nucleation can be applied to develop a 
mechanism-based failure model for the splitting of ice floes during their interaction with 
structures at relatively moderate velocities. The predicted failure pressures compare quite 
well to those measured in basin studies. Thus, one of the future aims of this study should 
be to develop a failure model for more widely encountered ice-crushing process that occurs 
during the high velocity edge indentation of the ice sheets by structures. The results 
obtained so far provide a quantitative prediction of the forces required to nucleate the fust 
set of cracks in such a crushing process. 

Below, we provide recent results of our model and experimental studies as related 
to the process of crack nucleation; measurement of fracture toughness and cleavage 
strengths; and finally the results from our floe-splitting model. 

Findings to date 

1. Crack Nucleation in the Brittle Regime 

At temperatures close to its melting point, polycrystalline ice Ih shows two kinds of 
behavior under compressive loading. At strain rates lower than 104 s-I and under uniaxial 



compression, the overall stress-strain behavior is ductile with failure strains as high as 
10%. At higher strain rates, the behavior is brittle with a sharp termination of its linear 
stress-strain curve at the peak. The failure stress increases with an increase in the 
confrnement ratio and decreases with an increase in the temperature and grain size. 

Crack nucleation in columnar ice has been investigated in both brittle and ductile 
regimes and several mechanisms have been proposed to explain the phenomenon. 
Although the behavior in the ductile regime has been convincingly demonstrated, the 
mechanisms in the brittle regime had remained a mystery prior to the start of our work. At 
these high strain rates the dislocation pile-up mechanism cannot be invoked, and twinning 
which is a common deformation mechanism in hexagonal materials is not observed in ice. 
Cole (1988) suggested the possibility of crack nucleation due to the elastic anisotropy of the 
grains--a conclusion, he arrived without obtaining the details of the important singular 
stresses at the triple grain junctions. As shown by us elsewhere (Picu and Gupta, 1995a,b 
&1994a), such calculations cannot explain crack nucleation observations in columnar 
freshwater or saline ice. The observations of several investigators on crack nucleation at 
high strain rates were also analyzed by Shyam Sunder and Wu (1990). They formulated the 
crack nucleation problem as a growth of a pre-existing precursor crack of almost 10 to 20% 
of the grain boundary length. Although the stresses were calculated with due consideration 
to elastic anisotropy, the stress at the precursor tip was concentrated with an exponent of 
-0.5 since the assumed precursor lengths were much beyond the range of the singular 
stress field at the triple junction. In such cases, nucleation of the precursor itself under the 
singular stress field of the triple junction (with a singularity exponent other than -0.5) 
becomes the correct nucleation problem, which was not attempted by these authors. 
Further, in their study the assumed precursor sizes are so large (1 mm-2 mm) that they 
should be easily visible in a freshwater ice sample. As discussed later here, our 
observations do not support the presence of such large precursors. Thus, the correct 
formulation should explore the energetics of the nucleation process under the singular 
stress field of a grain triple junction, rather than a pre-supposed crack-like singularity 
exponent of -0.5 which results when the precursor is assumed to be a fully-formed crack. 

With above in mind, Picu er al. (1994) determined the stress concentrations at triple 
junctions by assuming the grains to be isotropic but with moduli corresponding to extreme 
values in an ice crystal. The corresponding energy release rate values for crack nucleation 
were computed numerically in a polycrystal with symmetric grain boundary orientations. 
The resulting values were much smaller that the fracture toughness of ice, even when the 
difference in the elastic constants of the neighboring grains was assumed to be 
unrealistically high. Also, the difference between the energy release rate and the fracture 
toughness was too large to be overcome by thermal activation (Frost and Gupta, 1993). 

Since the above calculations were limited to isotropic material idealization, a 
separate study that included the elastic anisotropy of the grains was attempted by Picu and 
Gupta (1994b). However, such considerations of the elastic anisotropy and realistic grain 
junction geometries did not lead to energetically favorable conditions for crack nucleation. 
Thus, in freshwater columnar ice, other mechanisms for crack nucleation needs to be 
established. Since the mechanistic effects of the brine pocket shape, size and distribution 
can be all smeared into an effective homogeneous orthotropic grain, the same analysis was 
used by Picu and Gupta (1994b) to see if cracks can nucleate in saline ice due to elastic 
anisotropy of grains. This, too, turned out to be negative. Thus, the earlier conclusion of 
Picu et al. (1994) where cracks were shown to nucleate from the brine pocket surface under 
the influence of the internal brine pressure remains unaltered. In that work, we calculated 
the magnitudes of the stress concentration coefficients for several particular cases (using 
infinite arrays of hexagonal grains, with three brine pockets symmetrically arrayed around 
each triple junction) by the finite element technique. From these calculations it was clear 
that the internal pressure in brine pockets that results due to the partial freezing of the brine 



is the key determinant of the levels of stress concentration achieved. Approximate 
calculations of the energy release rate for crack nucleation suggested that it was more 
favorable for the cracks to nucleate from the brine pocket surface than from the triple grain 
junctions. Furthermore, the favored cracking path should be between brine pockets and 
nearby triple junctions. This is consistent with observations of star-shaped systems of 
brine drainage channels with the center of the star coinciding with the triple point. 

In the absence of stresses due to brine pockets, the inherent elastic anisotropy of ice 
is not sufficient to nucleate cracks in purely two-dimensional models, such as perfectly 
columnar grains in plane strain (Picu and Gupta, 1994b). Calculated nucleation energies 
are far beyond available thermal activation energies. Therefore some additional stress 
concentrating effects are required, such as irregularities in the third dimension (e.g. jogs in 
column boundaries) or inclusions (e.g. brine pockets or dirt particles). Although three 
dimensional irregularities and dirt particles may sometimes be important, we should not 
neglect the kinetic processes described above. Experiments on columnar fresh-water ice, 
loaded perpendicular to the columns, provide evidence that crack nucleation is associated 
with grain boundaries in a manner consistent with grain boundary sliding. The stress 
concentrations associated with elastic anisotropy can be relaxed by grain boundary sliding 
(Picu and Gupta, 1995a&b). This sliding, in turn, produces its own stress concentration 
fields. That is, the stress concentration fields due to elastic anisotropy are progressively 
rearranged as the boundary sliding proceeds, until the final result contains the stronger 
singularities associated with shear cracking. These important developments are summarized 
below. We first provide experimental evidence for grain boundary sliding-induced 
boundary decohesions at -lO°C even though the strain rate of loading (10-3 to s-1) 
yields an overall brittle response from the polycrystal. This is followed by a fracture 
mechanics-based model to explain the crack nucleation stress. 

Ex~erirnental Procedure 

Experiments were conducted on columnar freshwater ice polycrystals grown from de-gased 
water. The ice puck was sliced in 15.5 x 15.5 x 2.5 cm3 plates with columns running 
perpendicular to the largest face and traversing the entire thickness of the plate. The grain 
size in a typical sample varied from 8 mm to 12 mm. The samples were equilibrated at 
-10oC for a week before carrying out the tests. 

The tests were performed using a multi-axial MTS testing machine (MATS). This 
is a servo-hydraulic system with six actuators providing three orthogonal axes of loading 
which is located in a cold room maintained at -10 + 0.2"C for our experiments. Samples 
were pulse loaded under biaxial compression with the two loading axes normal to the 
column axes, at strain rates of 10-3 s-l and s-l. For both strain rates, tests were 
conducted with confinement ratios varying between 0 and 0.4. Samples were observed for 
spotting damage between two successive pulse loadings, which were spaced about 2 to 3 
minutes apart. 

Evidence for boundary sliding at strain rates near 10-3 s-1 have been provided by internal 
friction experiments. Since the amplitude of the stress cycle in these tests is very low (- 
0.1 MPa), no damage is induced in the material. At higher loads, however, localized 
boundary decohesions become possible. A set of micrographs showing a typical grain 
boundary sliding and decohesion pattern is shown in Fig. 1. This set corresponds to the 
deformation at a strain rate of s-l and a confinement ratio of 0.4. Figures 1 (a) to 1 (d) 
correspond to principal load steps of 1.5 MPa, 1.8 MPa, 2.1 MPa and 2.5 MPa, 
respectively. The two facets marked ABCD and EFGH are oriented at about 500 to the 



major loading axis and traverse all the way through the sample thickness. The triple 
junction lines edging these facets are marked by AD and BC, and EH and FG, respectively. 
The lines AB, CD, EF and GH lie on the largest faces of the sample, also carrying the c- 
axis of the grains. The unloaded samples were perfectly transparent, except, at times, some 
boundaries were visible due to the reflection of light from the boundary grooves located on 
the surface. As the sample was loaded between 1.0 MPa and 1.3 MPa, a localized 
boundary opaqueness corresponding to boundary decohesion was observed, which upon 
subsequent loading, progressed transversally from the specimen surface. Figure 1 (a) 
shows one of the first slided and decohered grain boundary at a stress level of 1.5 MPa. 
These separations should be due to the stress concentrations at asperties arising from the 
boundary waviness, upon boundary sliding- a mechanism proposed by Raj and Ashby 
(1982). Under increasing shear parallel to the line GH, the relative motion of the grains 
across the boundary increases, which then should result in material separation at crests and 
troughs of the waviness parallel to the line EH. The initiation of such decohesions on the 
surface of the sample is also consistent with the prevalent plane stress-state there. 

Upon further loading, the number of decohesions on the boundary increase without 
necessarily coalescing to form a fully-cracked grain boundary. However, their presence on 
the boundary facet imply an increase in the shear compliance of the boundary leading to an 
additional relative displacement of the two grains under the local shear stress. When the 
accumulated displacement is high enough, the grain boundary which has an overall mode I1 
crack-type behavior leads to the nucleation of mode-I wings at its tips. This, we believe, is 
the mechanism of crack nucleation from the triple junctions. The sequence of such events 
under increasing load is captured in Figure 1, with the final crack nucleation events 
depicted in Fig. 1 (d). Two typical but different behaviors of the boundaries that lead to the 
nucleation of cracks are illustrated in Fig. 1 (d). If the intrinsic strength of the boundary is 
high, the boundary decoheres locally and the spot-like features do not coalesce; sometime 
even when the entire sample has failed. Nevertheless, there is a local increase in the shear 
compliance of the boundary, which results in the nucleation of cracks from the triple 
junctions. This behavior is illustrated by the facet EFGH with cracks nucleating along EH 
and FG. On the other hand, a smaller strength of the boundary leads to the formation of a 
fully-decohered grain boundary which then behaves as a frictional mode I1 crack. 
Obviously, in this case the accumulated relative displacements are higher than the previous 
case and leads to longer lengths of the nucleated cracks. This behavior is depicted by the 
facet ABCD with larger nucleated cracks at its end. 

An observation which supports the thesis advanced in the companion paper is the 
nucleation of the crack along the junction line AD. Fig. 1 (b) shows no evidence of any 
crack while there are several localized decohesions along the facet. At a principal stress 
level of about 2 MPa, corresponding presumably to a critical sliding displacement, a crack 
nucleated from the junction AD, as shown by an arrow in Fig. 1 (c). 

The intermittently decohered region of the boundary is both thermodynamically and 
mechanically different than the fully-formed facet cracks. First, the decohered spots were 
never observed to propagate individually out of their planes. Thus, they do not contribute 
to the overall damage of the sample in contrast to the fully formed cracks which propagate 
and interact with others to form the terminal failure. Further, when the cracked samples 
were annealed for 24 hours at -1O0C, all decohesion spots healed-up completely with only 
the fully-formed cracks remaining. For this reason, here the word "nucleation" refers to 
the formation of fully-formed cracks, although thermodynamically, the stress level at which 
the decohesion pockets are nucleated should be considered as the nucleation stress. Since 
the nucleation stress reported by other investigators in the ice mechanics field always refers 
to the fully-formed cracks, here we shall also comply with the same standard and leave the 
issue of whether these decohesion pockets can be considered as nucleated cracks to a later 
correspondence. 



Figure 2 synthesizes the experimental data. The principal stress range in which boundary 
sliding-induced. localized decohesions and subsequent wing cracks from the triple junctions 
were observed are shown by thin and thick lines, respectively. Data-set for experiments 
done at strain rates of 10-3 s-l and s-l are shown in the figure. The stress required for 
crack nucleation is seen to increase with the confinement ratio since nucleation may be 
produced only by the in-plane sliding of the grains. The stress level required for grain 
boundary sliding and decohesion remains almost constant with the confinement ratio. The 
two events of grain boundary decohesion and crack nucleation cannot be separated at 
confinements smaller than 10% when the amplitude of the pulse loading is increased in 
increments of 0.3 MPa. However, at higher confinement ratios (> 20%) when the in-plane 
shear stress increment is much smaller than the one at low R for the same increment of the 
principal load, the occurrence of the two events could be separated. As expected, the 
boundary decohesions occur much before the crack nucleation. The viscous character of 
the boundary is further supported by an increase of the average boundary decohesion stress 
from 1 MPa to 1.3 MPa as the strain rate is increased from 10-3 s-1 and 10-2 s-1. 

In the light of above considerations, the grain boundary is modeled as a mode I1 
crack having a shear resistance q,, which in turn, is independent of the stress-state and only 

a function of the strain rate k and temperature T. If the applied shear stress rqpappl is smaller 
than q,, the boundary behaves as a healed crack and transmits fully the tractions, 
otherwise, the boundary is free to slide. The condition for crack nucleation at 70.50 to a 
mode-II crack can be readily provided as 

where 2a is now taken as the grain boundary length which can be approximated as the grain 
size d, and KI, is the fracture toughness of ice. The shear stress .rel required to nucleate 
cracks can be written from eqn (I) as 

For an applied compressive stress Z along the principal axis of loading with a confinement 
ratio R, rqpl can be computed numerically along a grain boundary AB oriented at an angle 
a with respect to the major axis of loading. For grain boundaries oriented at 45" to the 
major axis of loading, the nucleation stress &,,I becomes 

where 



and q is a constant for a given a and becomes unity for an isotropic material. As shown in 
Picu and Gupta (1995b), q changes marginally with R and ranges between 0.78 and 0.88 
for different possible orientations of the principal anisotropy axes of the plane orthotropic 
grains, at a = 45" and R = 0. Equation (3) indicates a Hall-Petch-type dependence of the 
nucleation stress on the grain size and includes the effect of the strain rate and temperature 
through the sliding resistance q, and the critical stress intensity factor Krc. 

Taking q, for the boundary to be 0.18 MPa at - 100C and a strain rate of 10-3 s-l, 
eqn (3) becomes 

2.5 
ZnUd [MPa] = - (0.18 + 0. 76d-'I2 [mm]) .  

1-R 

In the above, we have taken a fracture toughness value equal to 35 kPa m-lI2. The 
predictions given by eqn (5) are plotted as a curve in Fig. 2 for a grain size equal to 10 mm 
used in our experiments. Equation (5) describes the experimental data well and gives 
credence to the boundary sliding mechanism as the source for crack nucleation. Further, for 
typical grain sizes corresponding to 3 mm and 10 mm, relative shear displacements in the 
range of 0.2 pm to 0.7 Fm were calculated for reaching a Kjc value of 35 kPa m-ln. These 
displacements are plausible for such large grain sizes. 

2. Measurement of Fracture Toughness and Cleavage Strengths in Ice Crystals 

We have measured the cleavage strengths of ice crystals along the basal and prismatic 
planes by adopting a laser spallation experiment, developed recently to measure the tensile 
strength of thin film interfaces. In this experiment, a laser-produced compression stress 
pulse is made to propagate normal to the cleavage plane of an ice crystal, which upon 
reflection into a tensile pulse from the crystal's free surface and leads to the spallation of the 
planes, given a sufficiently high stress pulse amplitude. Figure 3 shows a schematic of this 
setup, where the ice crystal is housed in an environmental chamber cooled by a pre-cooled 
nitrogen gas. Hitherto unreported average cleavage strength values of 1 GPa for the basal 
planes, and that of 1.3 GPa for the prismatic planes were obtained at -10°C (Gupta and 
Tian, 1994). 

The fracture toughness or work of fracture of ice crystals is another important 
parameter that provides a measure of the overall mechanical behavior for ice. To measure 
this designed a double-cantilever-beam geometry apparatus to study the growth of cracks in 
both single crystals and bicrystals of ice. The cracks were opened by a wedge, the motion 
of which was carefully controlled by a fine-pitch micrometer screw driven by a DC motor 
(Fig. 4). The critical crack opening displacement (CCOD) was related to the fracture 
toughness by a numerical model (Gupta et al. 1992; Chernuschenko, 1995). Following 
Gupta et al. 1992, where the CCOD were related to fracture toughness via a simple beam 
bending equation, Chernuschenko (1995) used a numerical model that included anisotropy, 
and crack tip creep relaxations while relating the CCOD to the fracture toughness. 
However, the experimental setup was essentially the same as used previously. The new 
results throw some light on the various inelastic dissipative mechanisms at the crack tip, but 
the earlier results obtained by Gupta et al. (1992) provide values that are relatively free of 
such artifacts. Fracture toughness values ranging from 1 to 5 ~ / m 2  were obtained in our 
earlier work, whereas the new work reports values anywhere between 3 and 35 ~ /m2 ,  
which clearly show a rather large influence of creep-related deformations. An attempt was 



also made by Chernuschenko (1995) to quantify the magnitude of such inelastic 
dissipations as a function of strain rate and temperature. 

3. Splitting-floe Model 

The approach of calculating stress singularities at junctions between materials with different 
elastic properties has also been applied to the question of the size effect in indentation 
experiments. (Gupta and Picu, 1993 & 1994) The microcracked, triangular-shaped zone 
underneath the indenter (Fig. 5a) has a lower effective elastic modulus than the uncracked 
region beyond. At the tip of that zone is a stress singularity, analogous to the singularities 
discussed above. The load required to nucleate and propagate cracks from the tip of the 
microcracked zone should scale with indenter size according to the exponent which 
describes the strength of the singularity. Figure 5b shows the comparison of the model 
results with the failure pressures obtained in basin experiments. 

Analysis and Publication Plan 

Most of the papers dealing with crack nucleation in the brittle regime, measurement of 
cleavage strength and splitting-floe model are in already in press, and listed below. Few 
ideas are still under development. First, the idea of grain boundary sliding is applied to 
unravel the intrinsic mechanism for nucleating the column splitting cracks, as observed 
widely in the biaxial across-column loading of columnar ice at confinement ratios larger 
than 20%. Under such high confinements, we have confrrmed the out-of-plane sliding of 
the grains, which then provides the necessary local tensile stress pockets for nucleating 
such cracks. These results are in preparation (Picu et al., 1995). 

The fundamental problem of the formation of the terminal shear fault due to the 
coalescence of several in-plane and grain boundary cracks has also been attempted. This 
problem is akin to the formation of shear faults in laboratory-scale freshwater and saline ice 
samples, and also in rocks under both uniaxial and biaxial compression under moderate 
confinements. The currently used failure models assume the entire volume of the material 
to be flooded with cracks, contrary to what is observed in the samples where cracking is 
concentrated on or near a fault plane. Also, there is no evolution of the progressive damage 
in such models. Our model overcomes this shortcoming, and is based on experimental 
observations that provide details of the progressive damage process. The damage starts in 
the form of isolated cracking events, which then tend to cluster at certain locations under an 
increasing load. The sites for such clusters are essentially defined by the distribution of the 
weak grain boundaries or those with highly stressed orientations under the given loading. 
The stresses become concentrated by the increased compliance of the clustered crack 
region, and leads to increased probability of further cracking in its vicinity. Once the 
nucleus attains a critical size (at one of the clusters), it spreads laterally under decreasing 
stress to constitute the overall failure. The failure sites for the first set of cracks are defined 
by the crack nucleation model already developed under the current program. Next, by 
using the concept of stress enhancement factors sites where the next cracking event is most 
likely under an increment of further loading is determined. The stress enhancement factor 
essentially describes the increased probability of fracture by combining the standard stress 
intensity factor near the existing crack or cluster of cracks with the statistical distribution of 
the weak grain boundaries or those with highly stressed orientations under the given 
loading. This then defines the progressive growth of the nucleus or crack cluster at a 
certain location within the sample. At every increment of the loading, the stability of this 
cluster itself is checked. Once the failure condition for a given cluster length is satisfied, all 
lengths larger than the critical should grow much in the same sprit as the growth of a single 
crack under a critical stress. This work is still in progress, and is taking the shape of two 
manuscripts (Bergsuom and Gupta, 1995a&b). 



Finally we have found that the failure mechanisms in compression experiments 
done under many pulse increment loadings is largely dependent on the number of 
increments before the final failure stress, (Bergstrom and Gupta, 199%). If the failure is 
achieved in two increments, the damage is quite minimal and mostly along concentrated 
along a shear band. In contrast, many increments leave a sample flooded with cracks 
throughout its volume! This occurs due to the local sliding of the grain boundaries even in 
the brittle regime, as discussed in details earlier. Thus, this observation puts into jeopardy 
the whole philosophy of compression experiments done under pulse loading, and the 
mechanisms associated with these as well. 
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Compressive Failure of Columnar Saline Ice under Multiaxial Loading 

Erland M. Schulson (P.I.), Thayer School of Engineering, Dartmouth College, Hanover, 
New Hampshire 03755 

Scope of Experiments 

Sheets of undeformed first-year Arctic ice are generally comprised of columnar-shaped 
grains whose long axes are oriented in the vertical plane and whose crystallographic c- 
axes are confined within a few degrees to the horizontal plane. In some locations the c- 
axes are aligned (Cherepanov 1971, Weeks and Gow 1980), whereas in others they are 
random within the plane of the sheet. In both cases the sheet is expected to exhibit 
anisotropic mechanical behavior. Failure under multiaxial loading is thus expected to 
depend upon the loading path. 

This work addresses the compressive failure of unaligned or S2 columnar saline ice 
deformed under biaxial loading. The major stress (a l l )  was applied across the columns 
and the minor stress was applied proportionally either across the columns ( 02) or along 
the columns ( Figure 1, The temperature was varied from -40 to -5OC and the strain 
rate (&ll), from 10-6 to 10-1 s-1. The objectives were to establish the compressive failure 
envelopes for both ductile (low strain rate) and brittle (high strain rate) failure and to 
elucidate the underlying failure mechanisms. 

The experiments were performed in the Ice Research Laboratory (IRL) at Dartmouth 
College. The ice was grown under simulated natural conditions; its characteristics, Table 
1, were similar to those of first-year sea ice. Both plates (159 x 159 x 38 rnm) and cubes 
(159 rnm) were tested. Loading was applied at constant strain rate (&ll) using IRL's true 
multiaxial testing system (MATS). MATS is a six-actuator, servohydraulic device 
situated in its own cold-room controlled to within 0.2OC. Data were recorded using an 
IBM AT. 

Table 1: Ice Characteristics 

Grain Size 6+2mm 

Pore Dia. 0.1 - 0.3 mm 

Platelet spacings 0.5 - lmm 

Porosity 4 - 5% 

Salinity 4.3 + 0.7 ppt 

Findings to Date 

Brittle-Ductile Transition-- Two kinds of behavior were observed. At high strain rates 
the ice is macroscopically brittle and collapses after shortening less than about 0.4 % 
along the direction of the higher load. At low strain rates the material is macroscopically 
ductile and does not collapse after shortening by about 3 %, at which point the tests were 
manually terminated. Figure 2 defines the two regimes for the case of across-column 
loading at -lO°C. Note that the transition strain rate although difficult to specify to 



better than a factor of two or so, first increases and then decreases with increasing 
confining stress. 

The transition strain rate decreases by about an order of magnitude upon decreasing the 
temperature from - 10 to -40°C. 

ive S ~ n p t h  Versus Along-Column Confinin--- Within the scatter in the 
data, the compressive failure strength in both the brittle and the ductile regimes is not 
significantly affected by the along-column confining stress, Figure 3. 

m i c s  - -- Confinement across the 
columns has a large effect on both the brittle and the ductile strength. Figure 4 illustrates 
this point through a series of failure envelopes. (A more expanded view of the envelopes 
with all the data has been submitted for publication.) 

Consider brittle behavior, denoted by a B (Fig. 4). Although scattered, the brittle strength 
first increases and then decreases with increasing confining stress. The increase and the 
decrease, respectively, may be described by the relationships: 

4% = 6,) + 4 0 2 2  

and 

43 = k 2  - 0 2 2  

where atf;)is the uniaxial across-column brittle compressive strength and kl and k2 are 
constants, Table 2. Under lower confinement, the strength increases with increasing 
hydrostatic stress, as seen by rotating the envelopes 45' clock-wise. Friction within the 
ice is thus important here, and so the envelopes can then be viewed as truncated 
Coulombic envelopes. Failure occurs by splitting along the loading direction under zero 
confinement, by macroscopic shear faulting in the loading plane under lower confinement 
where strengthening occurs, and by spalling out of the loading plane under higher 
confinement where weakening occurs, Figure 5. 

Table 2: Values for the constants in equations (1) and (2) 

Next consider ductile behavior, denoted D (Fig.4). Again the data are scattered, although 
less so under lower confinement. Unlike the brittle strength, the ductile compressive 
strength increases over the whole range of across-column confining stress. The failure 
envelope is semi-elliptical in shape and expands with increasing strain rate and with 
decreasing temperature. The envelopes shown were drawn not by connecting the points, 
but by applying Hill's (1950) criterion for the yielding of plastically orthotropic materials; 
namely: 



where 0;:) and n d ~ ~ ~ ,  respectively, are the across-column and the along-column uniaxial 
compressive strengths measured under the appropriate conditions. That the data seem to 
conform to Hill's criterion implies that the hydrostatic component of the stress state does 
not significantly affect ductile compressive failure. It implies also that the biaxial strength 
under lower and under higher confining stress, respectively, is governed by the across- 
column and by the along-column uniaxial strength. The conformity to Hill's criterion 
implies further that the rate and the thermal sensitivities of the lower and the higher 
confinement strengths are set by the sensitivities of the uniaxial strengths. The last point 
has been established through separate analysis. 

Strain Vector Normalitv and the Ductile Failure Surface-- Insight into the full 3-D ductile 
failure surface can be obtained from the inelastic normal strains (&I 1, d~22 and d~33 ) and 
from the concept of strain vector normality. The concept assumes that inelastic 
deformation is non-dilatant and that the "strain vector" is everywhere perpendicular to the 
failure surface which itself is everywhere convex around the origin. The inelastic 
deformation of ice is not strictly non-dilatant, because the material cracks internally, even 
when macroscopically ductile. Nevertheless, the approach shows that the projections of 
the measured inelastic strain components onto the X1-X2 plane are more or less in accord 
with the idea. Figure 6 shows one example to illustrate this point. Analysis along this line 
is in progress. At this juncture suffice it to note that the ratios of inelastic strains predicted 
from the associated flow rule for plastically orthotropic material are given by the 
relationships: 

and 

where R31 and R21 are the ratios of the minor to major stresses along and across the 
columns, respectively. Figure 7 shows that the values predicted from these relationships 
are in reasonable agreement with the measurements made in these experiments. 

Analysis and Discussion 

Brittle-Ductile Transition-- The transition is important because it marks the point where 
the compressive strength of the ice reaches its maximum value. 

A phenomenological interpretation is that the transition occurs when the ductile failure 
strength equals the brittle strength. As Figure 8 shows schematically, the ductile strength 
increases with increasing rate, but the brittle strength is relatively rate independent. A 
small confining stress raises both strengths, but raises the brittle strength more, and so 



the transition strain rate increases. A large confining stress raises the ductile strength 
further, but lowers the brittle strength. The transition strain rate thus decreases once the 
confining stress reaches a critical level, R21c. By incorporating the appropriate 
dependencies of the two strengths on strain rate and on across-column confining stress, it 
can be shown that under low confinement (R21<R2ic) 

under high confinement (R21 >R21c) 

~ l r ; ( l +  R,,' - 2R2, + c ~ R ~ ~ ) ~ ~ ~  
Ell,, = 

(1 + v,,)" 
B and n are constants (derived from the present experiments) that relate the failure 
strength to the strain rate, C is the ratio of the across-column to the along-column uniaxial 
ductile compressive strength, and the other parameters have the meaning given above. 
Figure 9 compares the transitions rates calculated from equations (6) and (7), using the 
parametric values in Table 3, with those observed in the experiments. 

Table 3: Parametric values at -lO°C used to compute &ll,t from equations (6) and (7). 

A physical interpretation is that the transition from brittle to ductile behavior occurs 
when crack growth is suppressed owing to crack tip creep. It is imagined that during 
deformation a competition develops between the building up and the relaxation of tensile 
stresses at crack tips. When the deformation becomes slow enough the competition tilts in 
favor of stress relaxation. Assuming that frictional crack sliding and wing cracking are 
important elements in brittle compressive failure, it can be argued that the confining 
stress impedes sliding by both raising the stress normal to the sliding plane and lowering 
the effective shear stress in the sliding plane. The result is that the confining stress lowers 
the mode-I stress intensity factor associated with the wing cracks and so lowers the rate 
of stress build-up at the crack tip. Confined across the columns thus raises the transition 
strain rate. It can then be shown that under low confinement (R21<R21c) 

Parameter Value Reference 
(b) 

O U , ~  

kl 

k2 
n 

B 

C 

3.5 MPa 

3.1 

16 MPa 

3.2 
1.9.10-5 MPa-3~~s-l 

0.3 

Smith and Schulson (1994) 

Smith and Schulson (1994) 

Smith and Schulson (1994) 

present work 

present work 

present work 



and under high confinement (R2 1 >R2 lc) 

where B' is the creep constant in the power law creep expression, K I ~  is the fracture 
toughness, p is the kinetic coefficient of fiiction, d is the sliding crack size (set by the 
microstructural size), f is the ratio of the size of the crack tip creep zone to the size of the 
parent sliding crack when creep blunting first suppresses crack growth, and y is the 
angle between q and the sliding plane under high confinement; Rzlc = (1 - p)/(l+ p) . 
Figure 9 compares the transition strain rate obtained using equations (8) and (9) with 
those observed, using the parametric values listed in Table 4. 

Table 4: Parametric values at -lO°C for equations (8) and (9). 

Jones et al. (1991) 

Batto and Schulson (1993) 

To a first approximation it appears that both the phenomenological and the physical 
descriptions capture the order of magnitude of the transition strain rate as well as the 
effect of the across-column confining stress. 

Failure Strength-- Brittle compressive failure is a complicated process that involves the 
nucleation, growth and interaction of internal cracks. While many details remain to be 
determined, what seems to happen is something like the following, Figure 10: Within 
virgin material cracks nucleate early in the deformation history and continue to nucleate 
as the stress rises, thereby producing a field of cracks. Within the field some cracks are 
suitably inclined for sliding on planes parallel to the long axes of the columnar grains 
under low degrees of across-column confinement. In so doing, they develop out-of-plane 
extensions or wings along ql. The wings help to link up the cracks and thus help to 
generate the macroscopic fault that eventually causes the ice to collapse. An increase in 
the across-column confiniment impedes the sliding, thereby changing the failure mode 
from splitting to shear faulting. When high enough, the confinement suppresses in-plane 



sliding altogether, changing the failure mode from shear faulting to crackinglspalling 
across the columns. 

Which step in the process governs the failure stress is not clear. If it is assumed that 
frictional sliding is important right up to the point of collapse, then the dependence of the 
brittle failure stress on the confining stress can be accounted for within the context of 
wing crack mechanics. Accordingly, it can be shown that for R21<R21c 

That this result is reasonable can be seen upon comparing equation (10) with (1) and 
noting that at - 1 O°C the calculated phenomenological constant kl =(l+p)/(l -p)= 
R21c-1=(1+0.5)/(1-0.5)=3.0 vs the measured value (Table 2) of 3.1. For R21>R21c a 
Hertzian kind of mechanism can explain the reduction in the failure strength with 
increasing confining stress, but the mechanism is questionable because the extent of the 
contact stresses (across the surface of cracked grain boundaries) is probably too small to 
drive crack growth. More work is needed to clarify the failure process in the high- 
confinement regime. 

The ductile failure strength appears to be governed by a combination of crystallographic 
slip and microstructural restorative processes such as dynamic recrystallization. 
Considerable evidence for the latter process has been obtained during the course of this 
study. 

Relevance to the Failure of an Ice Sheet 

While the observations reported here were made in the laboratory on small pieces of ice 
without a thermal gradient, it is interesting to consider whether the failure modes reflect 
in some way the failure of a floating ice sheet. For instance, could some leads be the 
geophysical equivalent of the in-loading-plane shear faults? Could some pressure ridges 
in thick ice be the geophysical equivalent of the out-of-loading-plane spalling? In other 
words, is there in the field as there is in the laboratory a transition from in-plane to out- 
of-plane brittle compressive failure as the degree of across-column confining stress 
increases beyond a critical level? If there is, and if the frictional sliding mechanism 
operates, then one could account for the in-field failure stresses being lower than the 
failure stresses measured in the laboratory (100 to 400 kPa, Tucker and Perovich 1992, 
vs. 3 to 10 MPa). The sliding mechanism dictates that the failure stress scales as 
(sliding crack length)-1p. This implies that cracks need only be as long as a few meters to 
account for the difference in strength; 

i.e. field strength = ( ratio of lab crack to field crack length)lI2 x (lab strength) 
=(6x 10-3m/3m)lD x (3 to 10 MPa) 
= 0.1 to 0.4 MPa. 

Cracks as long as a few meters could be developed by the linking up of shorter cracks 
that formed during the early stages of deformation. That the global strain rate of an ice 
sheet may be only around 1 %/day ( 10-7 s-1) does not mean that macroscopically brittle 
behavior will not be seen in the field, for the ductile-brittle transition strain rate as 
modelled on the sliding crack basis scales as (sliding crack length)-3D. This implies again 
that sliding cracks need only be as long as a few meters to impart brittle failure. 
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Figure 1: Columnar saline ice 



Figure 2: Ductile/brittle transition under 
across-column confinement 



Figure 3: Compressive strength under along-column confining 
stress 



Figure 4: Compressive failure envelopes (D = ductile; B = brittle) 
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Figure 5: Schematic sketch of failure modes. 



Figure 6: Inelastic strain components and strain vector 
projected onto Xi - X2 plane (-10°C; 10-5s-1) 



Figure 7: Measured vs. calculated (curve) inelastic strain 
ratios. 
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Figure 8: Schematic sketch showing effect of across-column 
confining stress on ductilelbrittle transition, marked 
by intersection of ductilelbrittle strengths. 
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Figure 9: Comparison of calculated and observed transition 
strain rate under across-column confinement. 



Incipient shear 
fault/split 

Figure 10: Schematic sketch of the evolution through crack sliding and 
wing cracking of brittle compressive failure via splitting 
and shear faulting. 



Studies of the Influence of Fabric and Structure on the Flexural 
Strength of Sea Ice and, of the Consolidation of First-Year 
Pressure Ridges. 
Drs. Lewis H. Shapiro, Wilford F. Weeks and William D. Harrison, Geophysical 
Institute, University of Alaska Fairbanks 

Scope of Model and/or Data Set 

During the Sea Ice Mechanics Advanced Research Initiative we have done 
independent and cooperative studies with other groups into (1) the relationships 
between the growth history, fabric, and structure of first-year sea ice and some of 
its physical and mechanical properties, and (2) the consolidation of first-year 
pressure ridges. Descriptions are given in the following sections. 

Influence of Fabric and Structure on the Flexural Strength of Sea Ice -- We did 
four series of tests to determine the flexural strength of small plates (0.05 m x 0.15 
m x 0.15 m) and beams (0.05 m x 0.05 m x 0.15 m) of first-year sea ice to study 
how the strength changes as the c-axis anisotropy develops and the grain size 
increases with depth in the ice sheet. We generally took samples through the 
uppermost 0.8 m of the ice sheet which were aligned with respect to the dominant 
c-axis orientation. For bending, the "weak" direction of the ice corresponds to 
loading such that the tensile stress in the outer fiber of the sample is applied parallel 
to the dominant c-axis direction and thus normal to the platelet boundaries. 
Conversely, tension normal to the c-axes gives loading in the "strong" direction. 
The sampling scheme and test geometry are shown in Figure 1. In our tests, the 
loads were always applied rapidly enough that the sample response could be taken 
to be elastic and failure was by brittle fracture. Further, all the tests were done in 4 
point bending, which provides a uniform bending moment over the sample and 
allows failure to occur at the weakest point (as opposed to 3-point bending which 
forces the sample to fail at a particular point). This proved to be important, because 
it led us to learn of the influence of brine drainage networks on the strength of the 
samples. These features are networks of closely-spaced drainage tubes covering 
areas up to about 0.005 m2. They have been described in the literature, but their 
role in determining any of the properties of first-year sea ice has not previously 
been investigated. 

The data set available for analysis consists of the results of about 300 tests on plate 
samples and 250 beams from the same sample blocks, plus a comparable number of 
tests on beams from prior work. Descriptions of the ice, the test temperature, and 
the fabric as a function of depth are available for each series of tests and for each 
individual test we recorded data the on load and displacement with time, and 
measured the sample salinity. In addition, we recorded the location of the fracture 
surface relative to the load points and its relationship to the ice fabric and structure, 
and described structural features visible on the surface that indicate its character and 
the possible point of origin of the fracture. 

Consolidation of First Year Pressure Ridges -- We studied the consolidation of 
first-year pressure ridges in shallow water off the Chukchi Sea coast near Barrow 
during the winters of 1992-93 and 1993-94. In early December of 1992, a ridge 
formed on a shoal in 6 m of water about 0.5 km offshore. The ice thickness at the 
time was 0.6 m. About one week later, we installed two thermistor strings through 
the ridge about 10 meters apart along a line normal to the ridge line. One string was 
placed near the crest of the ridge and the other was shoreward. In both strings the 



Figure 1. Sample preparation scheme and test geometry for determining the 
flexural strength of oriented plates and beams in Cpoint bending. 



thermistors were 0.3 m apart with the highest set 0.6 rn above the ice surface. At 
the time the thermistors were installed the depth to the first void in the ridge was 
just over 1 m at both sites. Data were recorded every two hours from the time of 
installation through the end of May, 1993 but, unfortunately, the record of the first 
10 days was lost. 

In early March we established a profile through the ridge by drilling and logging 
along a line parallel to that on which the thermistors were installed but about 10 
meters from it. We chose the location to avoid disturbing the temperature field near 
the thermistors. Subsequently, we re-profiled the same line in early May to record 
changes in the depth of consolidation, and we profiled the line between the 
thermistor strings at the end of May when they were removed from the ice. W e  
also collected cores through the ridge at that time which were split, described and 
photographed. 

At the time we profiled the ridge in early March and May, we also deployed an 
ROV under the ice to make observations of the ridge keel. The data obtained (in the 
form of video tapes) was useful in assessing the state of the ice, and identifying 
potential problems with the thermistor strings that could have affected the 
interpretation of the data. 

In the 1993-94 winter there were no ridges in the area suitable for study until mid- 
February when a line of ridges formed in a wide refrozen lead about 1 km from 
shore where the water is 10 m deep. The lead ice that piled up to make the ridge 
was approximately 0.25 m thick, and the ridge apparently formed along the lead 
boundary where the older ice was 0.7 m thick. We installed the thermistor strings 
at a suitable site on the ridge on 24 February, about 1 week after it formed, and 
recorded data every two hours until the sensors were removed on 5 May. The ROV 
was deployed in early April, but operating conditions and damage to the vehicle 
limited the amount of data obtained. A more successful deployment was made 
when the thermistors were recovered, and the area was also profiled at that time. 

Cooperative Studies -- For the 1993-94 winter we developed a cooperative 
program with J. P Dempsey (Clarkson Univ.), D. Cole (USACRREL) and V. 
Petrenko (Dartmouth Univ.) to share logistics and, where possible, coordinate a 
series of field studies involving (1) in-situ flexure and fracture tests on the full 
thickness of the ice sheet, (2) sampling for small-scale laboratory tests to determine 
constitutive laws, (3) monitoring electromagnetic emissions during the in-situ 
fracture tests, and (4) conducting the flexural strength measurements described 
above. We planned and conducted field programs in November, March and May to 
examine young ice, cold Winter ice, and thick ice as it warmed in Spring. The 
details of the individual parts of the program are described by the investigators 
named above. Our role involved the following activities: 

( I )  arranging for logistics including support personnel, field equipment, shelters, 
heat, power, and transportation, 

(2) designing, constructing and operating a self-propelled chain saw capable of 
cutting smooth, straight slots through ice over 2 rn thick, 

(3) suppling flatjacks and bottled gas for loading in-situ tests, 
(4) doing extensive ice characterization work including fabric studies, collection of 

ice thickness, temperature and salinity data through the winter to document 
the growth history, and descriptive work on brine drainage networks. 



In addition we conducted two sets of small-scale experiments to supplement other 
experiments done by J.P Dempsey. The first were a series of 32 fracture toughness 
and flexural strength measurements on semi-circular bend specimens prepared from 
0.2 m diameter cores that had earlier been split in flexure tests. The second 
consisted of about 60 4-point bending tests on plates of the size noted above, but 
oriented to fail in the same plane relative to fabric as the in-situ tests. The results 
thus provide a range of measurements for comparison and analysis. 

Findings to Date 

Influence of Fabric and Structure on the Flexural Stren~th of Sea Ice -- We believe 
that our data support the conclusion that the influence of c-axis fabric on the flexural 
strength of first-iear ice enters appears abruptly at some depth where the intensity 
of orientation reaches some critical value. During our work, this depth of transition 
varied form less than 0.1 m up to about 0.4 m, depending on the growth history. 
Above the transition the ice is essentially isotropic, but below it, the directional 
dependence of the strength is clearly evident. The transition is so abrupt that test 
specimens prepared from above the transition in the upper part of the columnar ice 
zone of the ice sheet show no difference in strength with loading direction, even 
though the dominant c-axis direction is already apparent in thin sections from that 
zone. The effect appears within a depth interval of about 0.08 m, the typical 
increment between our sample plates or beams, across which the spread of c-axis 
orientations has narrowed. It is shown by an increase in the strength measured for 
loading in the "strong" direction, while there is no change in the values for the 
"weak" direction, other than a gradual decrease in flexural strength with depth as 
the c-axis alignment becomes stronger and the grain size increases. A plot of the 
data from a set of experiments done in November, 1993 that illustrates some of 
these conclusions is shown in Figure 2. The details are given in the caption. The 
logical interpretation is that as the c-axes become oriented, samples in the strong 
direction lose a weak failure mechanism that is still operative in the weak direction. 
Examination of the fracture surfaces indicates that the mechanism in question is 
separation across platelet boundaries which obviously cannot occur when the 
alignment is complete enough so that there are no suitably oriented surfaces. Our 
work has also demonstrated the importance of brine drainage networks on the 
results of laboratory scale tests of the flexural strength of first-year sea ice. 
Depending on their size relative to that of the samples, and their arrangement with 
respect to the loading direction, they can be the weakest elements in the samples. 

The results of our experiments have allowed us to establish a range of flexural 
strengths and an associated hierarchy of failure mechanisms for our samples 
(including both beams and plates) in the temperature range from about -10 to -20°C. 
Samples from the slush ice zone and upper columnar zone above the depth where 
the c-axis orientation is well-established are, on average, the strongest , although 
the range of values is large (0.4 to about 1 MPa). With the anisotropy established, 
samples loaded in the weak direction that included brine drainage networks large 
enough to dominate the strength had an upper limit of about 0.4 MP. In the 
absence of large drainage features, the upper limit approaches 0.5 MP with a 
tendency for the strength to decrease with depth as the crystal size increases. In 
cases where the point of crack initiation could be inferred from the presence of 
plumose structures on the fracture surface, the indication was that the point of 
origin was the intersection of an individual brine drainage tube with the tensile 
surface of the sample. For the strong direction, the lowest strengths are within the 
range of values for the weak direction, and occur in samples with large brine 



Figure 2. Flexuml strength vs depth for a test series run in November, 1993. At 
the time of the tests, the ice was only 0.3 m thick but had well-developed brine 
drainage networks. The slush ice layer was under 0.1 m thick and the c-axis 
alignment developed rapidly with depth as shown in the fabric diagrams in the 
figure. They were made from thin sections taken at depths of (from left to right 
across the figure) 0.01,O. 1,O.Z and 0.28 m. 
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drainage networks. Flexural strengths reached about 0.7 MPa in samples in the 
strong direction that lacked large drainage networks. In these cases, the fractures 
apparently involved smaller clusters or single drainage tubes. A few samples in the 
strong orientation reached flexural strengths of greater than 0.8 MPa, and in those, 
we were unable to infer any information about the origin of the fractures. Thus, 
our results show that, in fact, the flexural strength of the samples i n  which the c- 
axes are strongly aligned is determined by an interplay between the brine drainage 
networks and the crystal structure of the ice. 

As noted above, all of our experiments were done in 4-point bending in which a 
uniform bending moment is applied over a relatively large sample, in contrast to the 
single stress point of 3-point bending. Our data indicate the value of this approach 
for studies of an anisotropic, inhomogeneous material such as first-year sea ice. 
For example, when we were able to measure the displacement of the tensile surface 
at the load points and the center of the sample, we found that the data usually show 
that the locus of maximum displacement shifted during the test. Further, some 
preliminary work suggests that the pattern of changing displacement rates may 
indicate where along the sample the fracture will form. Thus, the Qpoint loading 
does in fact permit the sample to fail at its weakest point, which is desirable, given 
the chatactenstics of the material. However, since the deformation pattern is more 
complicated than for 3-point bending, unless the sample bends to a smooth arc with 
its maximum displacement at the center, determination of variables other than the 
load and loading rate can be uncertain. 

Consolidation of First Year Pressure Ridges -- Representative temperature profiles 
taken by the two thermistor strings deployed in the 1992-93 winter are shown in 
Figure 3. They clearly show the advance of the freezing front through the ridge. 
Note that the zero depth is the ice surface at the string rather than sea level, so the 
differences between the near-surface sections of the profiles probably reflect 
differences in snow cover and freeboard. 

To date, most of our analysis has been done on the temperature data from the 1992- 
93 winter and has been directed toward using it to estimate the volume of ice that 
froze within the ridge after its formation, since that is the process that 
"conso1idates" the ridge. We have identified three modes of formation of new ice. 
First, some freezing should take place shortly after the ridge formed because in the 
ridging process cold blocks of ice are pushed down into contact with sea water at 
the fmezing point. When the ridge we studied in the 1992-93 season was formed, 
the air temperature was about -20'C. Assuming this was the surface temperature of 
the ice and that the temperature gradient through the ice varied linearly, gives an 
average ice temperature of about -1 1 "C. Using this value and accounting for the 
sensible and latent heats of ice we calculated that for the temperature to equalize to 
the melting point throughout the blocks, a volume of ice equivalent to about 6% of 
the submerged blocks would be formed. Some of the new ice would freeze 
between the submerged blocks and provide the initial strength of the ridge. 

The temperature profiles show a relatively well-delineated freezing front, defined by 
the freezing temperature of normal seawater and by a discontinuity in the 
temperature gradient, propagating down through the ridge (Figure 3), and freezing 
at that interface is the second mode of ice formation. If we were considering fresh 
water, then the freezing front would correspond to the ice-water interface, and the 
volume above the front would be solid ice. However, because of the presence of 
salt in this system, as the front passes a given depth, only about 30% of the liquid 
at the interface is transformed into ice. In the freezing of a sea ice sheet, the 
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Figure 3. Sample temperature profiles from the 1991-93 experiment. The zero 
depth is the ice surface at the location of the thermistor string. 
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remaining liquid is simply the highly saline brine that is rejected at the freezing 
front. Some of the brine produced that way certainly drains out of the ridge as 
well, leaving solid ice behind. However, brines can also be trapped or ponded in 
isolated volumes between blocks of the ridge. They are only partially transformed 
to ice in the third mode of ice formation which occurs after the freezing front has 
passed and the temperature drops. How much additional ice is formed in that stage 
depends on the temperature and the salinity of the trapped brine. Also, how that ice 
is partitioned between growth from the block surfaces and isolated grains floating in 
a more concentrated brine is an important consideration, since only the former can 
contribute to increasing the strength of the consolidated ridge. We have not yet 
considered the details of that question. It is of interest that during our drilling and 
profiling we entered several "voids" from which we were ,able to remove large 
quantities of slush without advancing the drill. This implies that these voids were at 
least partially filled wi'th slush, rather than sea water. However, there was a 
reduction in the number of voids encountered in the upper part of the ridge between 
profiling in March and May, suggesting that at least some of the voids were able to 
drain and solidify. Drilling also indicated that the depth of consolidation at the end 
of the growth season reached to about twice the thickness of the adjacent level ice. 

The video tapes of the ROV observations have been scanned, but no detailed 
analyses have been done yet. However, the observations showed that the ridge had 
shifted, damaging the tubes in which the thermistor strings were installed and 
destroying the bottom one or two thermistors in each string. In addition, we found 
that the lower part of the shoreward thermistor string only passed through a small 
section of a single block of ice where the ridge ended abruptly. 

Cooperative Studies -- We have completed the preparation of data collected during 
our cooperative studies will make it available to our co-workers as needed. 

Analysis and Publication Plans 

We have made progress in the analysis of the data regarding the influence of fabric 
and structure on the flexural strength of first-year sea ice to the extent that we feel 
confident of the conclusions presented above. Additional work with the data will 
involve (1) completion of the analytical study of the relationship between fabric and 
strength, (2) the establishment of relationships between the results and the variables 
used in the experiments (i.e., peak load in terms of rate effects, salinity and 
temperature) and possibly statistical analysis of the results to facilitate comparison 
with data from other sources. We also plan to do an analysis of the Qpoint bending 
test as it applies to inhomogeneous media. We are interested in the conditions and 
instrumentation required to give data from which material properties can be 
determined, given that the deformation is irregular as described above. Such an 
analysis would also be useful for examining the relationship between displacement 
rates and the location of the fracture surface as noted above. 

The ridge consolidation study has been concentrated on analysis of the thermistor 
data collected in the 1 W-93 winter. That effort will be extended to the 1994 data, 
as well as to analytical work to improve our estimates of ice production. Also, we 
plan to do additional work on integrating the profiling and ROV observational data 
with the results of the analysis of temperature data. 

We anticipate that there will be additional studies involving the data gathered during 
the cooperative studies during 1993-94, and these will develop as our colleagues 
continue with their analyses. 



Previously, we  published the following paper: 

Shapiro, L. H. and W. F. Weeks, 1993, "The Influence of Crystallographic and 
Stnictural Properties on the Flexural Strength of Small Sea Ice Beams," in 
Dempsey, J.P., Z.P.Bazant, Y.D.S. Rajapakse and S. Shyam Sunder, 
eds., "Ice Mechanics -1993, Proc. 1st Joint Mechanics Meeting of ASME, 
ASCE, SES, Charlottesville, VA, June 6-9, 1993 , pp. 177-188. 

At present, we are preparing the following two papers for presentation at the ASME 
Joint Applied Mechanics and Materials Summer Meeting, June 28-30, 1995 at 
UCLA 

Cole, D.M., L. H. Shapiro, Adamson, R. M., C. Byers, J.P. Dempsey, O.V. 
Gluschenkov, V. Petrenko, and W.F. Weeks (in prep) In-situ and 
laboratory measurements of the physical and mechanical properties of first- 
year sea ice 

Shapiro, L. H. and W. F. Weeks (In prep) Controls on the flexural strength 
of small plates and beams of first-year 

The analysis of the small-scale test data described above will be presented in at least one 
joumal article to integrate the earlier work. In addition, we anticipate that some of the 
ridge consolidation data will be developed into an M.S. thesis and organized into one or 
more journal articles by our student, Naomi Fischer. 



5. ICE STRESS, ICE STRAIN, AND ICE CONDITIONS 

Papers included in this section are the following: 

"Sea Ice Mechanics Research," by Dr. Max Coon (P.I.), Mr. Skip Echert, and Dr. 
Stu Knoke of Northwest Research Associates, Inc. 

"SIMI GPS Position and CTD Cast Data," by Ms. Suzanne O'Hara and Mr. Jose 
Ardai Jr. of Larnont Doherty Earth Observatory of Columbia University 

"Regional and Floe-Floe Deformation," by Jim Overland (P.I.) and Sigrid Salo of 
the Pacific Marine Environmental Laboratory and S. Li and L. McNutt of 
the University of Alaska 

"Pack Ice Stresses and their Relationship to Regional Deformation," Jacqueline A. 
Richter-Menge (P.I.), Bruce C. Elder, Walter B. Tucker 111, and Dr. 
Donald K. Perovich of the U.S. Army Cold Regions Research and 
Engineering Laboratory 



Sea Ice Mechanics Research 

Dr. Max Coon (P.I.), Mr. Skip Echert, and Dr. Stu Knoke of Northwest Research 
Associates (NWRA). 

Scope of Model and/or Data Set 

The NWRA team performed a variety of experiments during the SIMI field program: ice- 
stress measurements, controlled-load and noise-generation tests, ice-on-ice friction tests, 
ridge-strength tests, and a multiyear floe evolution study. 

Ice-Stress Measuremena -- NWRA successfully deployed flatjack, fluid-filled stress 
sensors with an automatic pressurization-check feature in an autonomous station 
configuration. We installed these sea-ice-stress "buoys" at four sites; each buoy measured 
ice stress in four directions, from which we will derive the ice-stress state in the horizontai 
plane. A ridging event buried the first buoy, installed near Mt. Curtin at the West SIMI 
Ice Camp (Map 2, E7), after one month. The second buoy, installed about two miles 
north of West Camp on Floe 4 (Map 1, E4), operated continuously for over nine months. 
The crack that flooded portions of the West Camp disabled the third buoy after three 
months (Map 2, F5), but we repaired it and operated it for an additional three weeks at the 
East Camp (Map 4, C6). Table 1 lists the operational lifetime of the four buoy 
installations and the number of thermistors used to measure ice temperatures. The buoys 
wrote ice stress to an internal storage module at five-minute intervals and transmitted ten- 
minute data through the Argos satellite relay system. The buoys also stored and 
transmitted temperature readings from the higher (colder) two thermistors on the same 
schedule but stored and transmitted the lower (warmer) thermistor readings and a battery 
voltage every six hours. 

Table 1. Ice-stress buoys 

In support of the sea-ice-stress buoys, NWRA performed various other ice-stress sensor 
experiments at 22 locations near the two ice camps: 

Individual stress sensor measurements, 
"High-data-rate" stress tests with data collection rates to 4 Hz, 
"SensorJice contact" tests to check contact between the sensor and the ice, 



"Inclusion" tests to calibrate the response of the stress gauge to the ice stress produced 
by an air jack a few decimeters away, and 
Comparison tests with other types of ice-stress and strain sensors. 

We installed and tested individual stress gauges at the 22 locations listed in Table 2. 
Dataloggers generally collected this stress and temperature data at five-minute intervals. 
The two winter-over sites also collected temperature data hourly. The first site (Map 2, 
F4) tested the installation of a stress gauge in the low, flat, multiyear hummocks in the 
early autumn. The second site (Map 2, F5) tested the freeze-in of gauges installed at 
various depths in autumn first-year ice; the lowest was half in the water at installation. 
The sensors at the third site (Map 2, F5) were installed identically to the stress sensors on 
the buoys to obtain inclusion test data to support the interpretation of the buoy data. The 
fourth site (Map 2, F4) again tested the installation of stress gauges in the low flat 
hummocks of multiyear ice in the autumn. The fifth site (Map 2, E3) was used for the 
comparison tests in the West camp runway ice. The sixth site (Map 2, E5 and F5) studied 
the horizontal and vertical variation of ice stress in a large area of flat first-year ice, Lake 
Andy. (We hypothesize that Lake Andy had been a large, bottomless melt pond during 
the previous summer.) The seventh site (Map 2, F4) studied the local variations of ice 
stress near a hummock. The final site (Map 4, C6) was installed for inclusion test data to 
support the nearby stress buoy. 

Table 2. Individual ice-stress gauge sites 

17 Nov. 93 21 Nov. 93 
West camp runway 18 Nov. 93 26 Nov. 93 

29 Nov. 93 27 Feb. 94 
30 Nov. 93 17 Mar. 94 

"High-data-rate" is a relative term; we use it to mean data rates of one to four readings per 
second as compared to our standard interval of five minutes. We performed high-data-. 
rate tests with one to four stress sensors at a time, looking for stress signals we otherwise 
would have missed due to sampling rate. We also obtained ice-stress data at one-seconc! 
intervals for six 15-hour periods and at 114-second intervals for one three-hour period. 

Two methods were used to evaluate stress sensor installations: sensorlice contact tests 
and inclusion tests. Turning a screw-plunger assembly added additional fluid to each ice- 
stress sensor to assure good contact with the surrounding ice. The additional fluid caused 



either an abrupt increase in fluid pressure in the sensor or no response at all. The stress 
buoys performed these tests automatically on a schedule, which proved useful for timing 
the melt-out in the spring. Each stress sensor received one or more sensor/ice contact 
tests; the response varied with season, ice temperature, and ice type. If the sensor showed 
an increase of at least 50 kPa during the test, we considered the sensor to be in good 
contact with the ice. Sensors that faded the test also failed to respond to air jack stress 
and natural ice stress. 

Air jacks were used to perform inclusion tests, which were stress sensor response ksts at 
geophysical stress levels (0 to 300 kPa) and geophysical loading rates (1 to 100 kPdmin.). 
We used a square, flat, air jack about 0.6 meter on a side to apply pressure to ice 
containing one or two sensors. We performed "square-wave" tests, for which we adjusted 
the air jack pressure in an on-off cycle, and "ramp" tests, for which we adjusted the 
pressure in a slow-increase, slow-decrease pattern. The square-wave test was a quick 
gauge calibration, but the ramp test simulated realistic loading rates based on our prior 
field data. We measured the stress-sensor inclusion factor on 20 sensor installations. 
Both 15-cm and 20-cm diameter sensors were tested using square-wave and ramp tests. 
On the square-wave tests, the air jack pressure was varied from 20 kPa to 200 kPa above 
ambient; on the ramp tests, the air jack pressure was 100 to 200 kPa above ambient. The 
square-wave tests typically had a cycle period of a minute, while each up and down ramp 
test took from one to three hours. 

In cooperation with Jackie Richter-Menge from the Cold Regions Research and 
Engineering Laboratory (CRREL) and Dr. Peter Wadhams from the Scott Polar Institute 
(SPI), we performed a test series to provide a head-to-head comparison of the CRREL 
three-wire stress sensor with the NWRA flatjack sensor and of the SPI strain gauge with 
the NWRA flatjack sensor. We ran a set of square-wave tests and a ramp test. In each. 
the air jack pressure was varied from ambient to about 60 kPa above ambient, and the 
resulting stress and strain sensor readings were recorded. 

C 1 s  11 -L -- NWRA, working with Dr. Robert 
Pritchard of Icecasting, Inc. (ICI), performed over 30 controlled-load tow tests and 40 
other tests to generate various types of the noise representing potential Arctic acoustic 
sources. These tests were performed at the Football Field (Map 4, D6), East Pond (Map 
4, C6), South Camp (about 18 km south of East Camp), and the IOS site (Map 4, B6). 
Dr. Henrik Schmidt's group from MITIWHOI and/or Dr. David Farmer's group from the 
Institute for Ocean Sciences recorded the acoustic signals generated by many of these 
tests with hydrophones and/or geophones. The tow tests consisted of towing a block of 
ice on partially submerged ice to simulate rafting, on snow-covered or bare ice to simulate 
over-ride, and under young ice to simulate under-ride. On each of the tow tests, the tow 
load was usually recorded at 16 Hz and showed irregular slip-stick oscillations. We also 
measured the tow speed, the block dimensions and weight, and the snow thickness so that 
we could calculate the minimum and maximum sliding friction coefficient. 



The other tests included dropping blocks onto ice, flopping blocks onto snow-covered or 
bare ice, tipping blocks into water, tipping blocks underwater to float up, releasing blocks 
underwater to bounce on the bottom of the ice, and breaking cantilever beams. Table 3 
lists these acoustic experiments. 

Table 3. Acoustic Source Tests 

. . nctlon Tesa -- During April 1993, NWRA ran a series of tests to measure the 
ice-on-ice friction coefficients on "natural" cracks generated in the sea ice near Resolute, 
NWT. These tests were conducted in conjunction with Dr. John Dempsey of Clarkson 
University, who conducted sea-ice fracture and ice characterization tests. All of these 
tests were performed in the 1.8-meter thick, first-year sea ice in Allen Bay. The test 
parameters are listed in Table 4. 

Table 4. Test Parameters for Ice-on-Ice Friction Tests 

--Strength - Tests -- NWRA ran strength tests on first-year ridged ice using the air jack 
to simultaneously load the ice and measure the displacement. In November, we obtained 
underwater video and one inflation sequence of the air jack in the keel at the bog site 
(Map 2, H5). In April, we characterized the sail and keel geometry of a ridge formed 
from first-year ice, inflated the air jack in four slots, and recorded the acoustic emissions 
during the air-jack tests at our ridge site (Map 4, A4). The ridge configuration in the 
vicinity of the four air-jack slots was characterized by drilling 12 holes and through 
observations with an underwater camera (but no video tape). Dr. Robert Pritchard 
recorded the noise using Dr. David Farmer's hydrophone equipment. 



Multivear Floe Eyolution Study -- We studied the evolution of a 60-by-60-meter area of' 
multiyear ice near the SIMI West Camp by measuring ice thickness, snow cover, ice 
temperature, ice salinity, and ice stress (Map 2, F4). Our dataloggers recorded ice 
temperatures at three depths at four sites every hour from September 1993 to March 
1994. We measured ice salinities from core samples taken in September. We also made 
aligned ice-stress measurements at three sites from November 1993 to March 1994. Ice 
thickness and snow cover were measured in September and March at nine locations in the 
study area. We obtained underwater video of the bottom of the ice in September through 
four holes in the ice using an underwater camera mounted on a pole. Also, U.S. Coast 
Guard divers from the USCGC Polar Star took underwater videos of the underside of the 
ice in September with a hand-held camera. 

Findings to Date 

Jce-stress Measurements -- NWRA buoys measured comparable ice-stress events lasting 
three to nine days in December (days 350-358), February (days 33-35), and April (days 
91-95), as can be seen in Figure 1. Figure 1 shows six-hour samples of the stress-sensor 
oil-pressure data transmitted via Argos satellite for the full life of the buoy, including 
spikes resulting from the auto-pressurization cycles. There were no major stress events 
after mid-May, and the ice apparently melted away from the sensors in early July, t~tally 
relieving all residual ice stress around the sensors. 

We found comparable stress in the first-year ice on opposite sides of a hummock but much 
lower stresses in the hummock itself. Some hummocks were strong ice (the stress gauges 
responded as though they were in lake ice), but others were very soft or porous ice since 
the stress gauges did not respond to sensorlice contact tests or inclusion tests. We also 
found significant stress variations across the length of Lake Andy, a large area of first-year 
ice surrounded by multiyear ice. We hypothesize that a slip-stick ice motion event caused 
the most interesting signal which we recorded during the high-data-rate tests (Figure 2). 
From the inclusion tests, we found that, at these load values and load rates, the sensor 
response is significantly lower than prior laboratory measurements indicate, implying that 
ice-stress levels may be two to five times more than the measured sensor fluid pressure. 

Controlled-load and Noise-generation Tests -- Blocks of ice sliding over or under flat ice 
generally exhibited slip-stick behavior with large fluctuations in the sliding friction, as 
illustrated for the tow load history in Figure 3. Figure 3 shows the first 12 seconds of Test 
8-13, a dry over-ride test; the signal almost immediately settles into a repetitive slip-stick: 
pattern. The load fluctuations on the ramp-ups are caused by cable oscillations since the 
ice block was stationary during those times. The ice-deformation mechanisms that 
generated more acoustic noise were blocks dropping or flopping onto bare ice, blocks 
sliding over snow-covered ice, and blocks falling into the water. Quiet ice-deformation 
mechanisms included blocks sliding or bumping underwater, rafting (lubricated by water), 
and blocks dropping or flopping onto snow-covered ice. 
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Figure 3. Tow load time series from an over-ride test (Test 8-13) 

Ice-on-Ice Friction Tests -- In the configuration tested at Resolute, the shear force to 
cause shear motion along a fresh crack was surprisingly steady and smooth, except for the 
initial start-up motion. This may have resulted from having an air jack provide the normal 
force and a hydraulic jack provide the shear force. These dynamics are very different from 
an ice block being pulled with a winch. The measured coefficients of friction of natural 
cracks in first-year sea ice are consistent with the friction angle of pack ice calculated from 
ice-stress measurements made during the CEAREX program. 

-- The strength of the fused ice in the ridge was highly variable, 
ranging from essentially solid ice near the surface to loose pieces floating underwater at or 
near their melting point temperature. Figure 4 shows an intermediate case of air jack 
pressure versus time. We interpret the down steps during the long rise as ice-to-ice 
contacts breaking and slipping. We stopped the displacement of the air jack when it had 
reached maximum stroke. We caused the large down step at the end by releasing the 
pressure in the air jack. These tests suggested that a better test of ridge keel strength 
would require a larger volume displacement, on the order of 8 cubic meters or more. 
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Figure 4. Air jack pressure versus time for one ridge 
test (results were highly variable). 

Multiyear Floe Evolution Study -- In September, the study area consisted of hummocks 
and melt ponds covered with 20 cm of saline first-year ice. The multiyear ice had a highly 
porous bottom layer with a rough, lumpy appearance. The five separate melt ponds in the 
study area were small (two to ten meters across) and the surrounding hummock< 
protected their first-year ice from ice deformations. Some of the melt ponds had about 40 
cm of salt water beneath the first-year ice and about 50 cm of multiyear ice beneath the 
water; others had nothing but water beneath the first-year ice. Before the first snowfall, 
the area looked like a huge slice of Swiss Cheese; melt ponds were the holes. The 
underside of the study area ice also had a unique appearance, with large flat areas of first- 
year ice separated by lumpy, steep-walled keels. By spring, the melt pond ice was about 
1.2 meters thick with 0.5 to 1.5 meters of snow cover, but two- to four-meter keels still 
separated the flat ice segments. The multiyear ice underlying the salty melt ponds had also 
grown, about 10 cm. 

Analysis and Publication Plans 
Our first priority has been to document our SIMI test results in the above categories. We 
plan to analyze all field data collected during SIMI, including the data from the ice frjction 
experiments conducted at Resolute earlier in 1993. We plan to publish papers and make 
presentations at the AGU, Oceans, ISOPE, and OTC Conferences. The following is a list 
of titles for potential papers and/or presentations resulting from our SIMI work: 



Interpretation of inclusion factor tests on flat-jack ice-stress sensors 
Estimates of first-year ridge strength from field measurements 
Acoustic emission of simple motions of sea-ice blocks 
In-situ measurements of ice-on-ice sliding friction 
Analysis of long-term sea-ice-stress measurements 
Validation of an oriented pack ice constitutive law with SAR, GPS, and sea-ice-stress 
measurements 
Performance comparison of two ice-stress sensors and an ice strain sensor 
Jay's Fingers -- a documented example of the rafting of very thick sea ice 
Chaotic dynamics of the slip-stick behavior of moving blocks of sea ice 

Following is a list of our recent publications resulting from the SIMI program and relevant 
publications on models and equipment used during the SIMI program: 

"The Sea Ice Mechanics Initiative (SIMI)," M. D. Coon, G. S. Knoke, and D. C. Echert, 
in Proceedings of the 1994 Offshore Technology Conference, Houston, TX.  
May 2-5, 1994. 

"Contemporaneous Field Measurements of Pack Ice Stress and Ice Strain Measurements 
from SAR Imagery," M. D. Coon, G. S. Knoke, D. C. Echert, and H. L. Stern, in 
Proceedings of OCEANS 93 Conference, Victoria, B.C. Canada, October 18-21. 

"Phenomenological Constitutive Model for Columnar Ice," M. D. Coon and G. S. Knoke, 
in ZSOPE-93 Singapore: The 3rd International Offshore and Polar Engineering 
Conference, Singapore, June, 1993. 

"Pack Ice Anisotropic Constitutive Model," M. D. Coon, D. C. Echert, and G. S. Knoke, 
in ZAHR 92, Proceedings of the 11th International Ice Symposium, Banff, Alberta, 
June 15-19, 1992. 

"Arctic Ice Stress Measurements," P. A. Lau and G. S. Knoke, in Proceedings of 
0CEANSf91 Conference, Honolulu, October, 1 99 1 ." 



SlMl GPS Position and CTD Cast Data 

Ms. Suzanne O'Hara and Mr. Jose Ardai Jr. of Lamont Doherty Earth Observatory 
of Columbia University. 

Scope of Model and/or Data Set 

Lamont personnel set up and operated a logging system during the fall and spring 
SIMI Ice Camps. This system recorded GPS position, electronically logged weather 
data (fall camp only) and served as an electronic log book for hand entered weather 
data. 
I n  addition, 13 CTD stations were taken in the fall, with 15 accomplished in the 
spring. 

GPS Position -- GPS position was logged at the fall camp every two seconds from 
September 27 to December 9. This data is available in 12 hour, 1 hour, 15 and 10 
minute subsampled form as well as the 2 second data set. Data gaps and their 
explanations are available in a file. Data for the spring camp is in the same formats, 
with different file formats due to two camps running simultaneously. As with the fall 
data, gaps are available in a file format. 

Weather Data -- Temperature, barometric pressure, and wind conditions were 
recorded manually during all three camp occupations. In addition a 15 day period of 
half-hourly data was recorded at the end of the fall drift. This electronically recorded 
data has been plotted along with the hand recorded values and found to agree well. 

CTD Data -- Thirteen CTD stations were taken in the fall by LDEO workers, using a 
Seabird Seacat Model 19 CTD loaned by Dr. Jamie Morison of the University of 
Washington. Maximum depth reached during these casts was 370 decibars. These 
stations were taken in the building assigned to the Scripps group. The same unit was 
returned to the Ice Camps in the spring, but due to a cracked conductivity cell, the 
data is only useable for temperature and depth. The two stations taken at West Camp 
were located next to the Morison data buoy and serve as a calibration for sensors 
installed on the buoy. The additional thirteen stations at East Camp were taken 
through the hydrohole originally used for the MIT Autonomous Vehicle deployment. 
Maximum depth was 535 decibars, with most casts to 460 decibars. 



Table 1 CTD positions-Fall Camp 

date & time 
1611 1/93 20:30 
1811 1/93 04:30 
1911 1/93 02:38 
1911 1/93 21:22 
2111 1/93 06:12 
2211 1/93 06:03 
2311 1/93 06:40 
2411 1/93 05:38 
2511 1/93 22:40 
2711 1/93 06:20 
2811 1/93 06:08 
2911 1/93 03: 12 
3011 1/93 03:03 

long 
142 39.40W 
142 45.32W 
142 37.75W 
142 18.55W 
141 23.72W 
141 14.21W 
140 51.55W 
140 49.82W 
140 15.5OW 
139 58.22W 
139 44.63W 
139 17.76W 
138 55.92W 

max db 
370 
3 69 
3 69 
344 
3 69 
3 69 
3 70 
3 66 
3 72 
372 
371 
3 63 
361 

Table 2 CTD positions-Spring Camps 

date & time la t 
3 1/03/94 20:27 74 1 1.29N 
01/04/9423:54 74 11.55N 
06/04/94 17: 18 73 04.00N 
12/04/94 00: 16 73 0 1.20N 
13/04/9401:02 7301.19W 
13/04/94 22:49 73 01.45W 
15/04/94 04:29 73 00.63N 
16/04/94 19:39 73 00.09N 
19/04/94 01:26 73 00.27N 
19/04/94 23: 15 73 00.48N 
2 1/04/94 05: 18 73 00.47N 
22/04/94 17: 14 73 00.59N 
23/04/94 22:3 1 73 00.77W 
25/04/94 06:22 73 01.4 IN 
25/04/94 19:33 73 01.21N 

long max db 
153 49.76W 535 
153 51.26W 274 
149 12.12W 433 
14932.10W 363 
149 32.19W 469 
149 32.57W 453 
149 37.48W 453 
149 36.62W 464 
14933.25W 459 
149 32.77W 460 
149 33.09W 417 
149 53.06W 458 
150 06.35W 462 
150 10.42W 453 
150 10.11W 481 

camp 
W 
W 
E 
E 
E 
E 
E 
E 
E 
E 
E 
E 
E 
E 
E 



Accuracy of Data GPS- Since the receivers used are standard civilian units, and 
differential coverage was not available, it is estimated that recorded position will lie 
within a 30 meter circle. This has been seen from use of the same units in other 
locations. Additionally, occasional variations of up to 100 meters may occur 
from other causes. 
Weather- Temperature is estimated to be accurate to 1 degree C based on post 
calibration of the thermometer used along with the CRREL electronic unit that was 
checked before the start of the Fall experiment. Barometric pressure was taken from 
calibrated aircraft barometers that should be good to better than .O1 inches of mercury. 
Comparison with incoming aircraft did not reveal any discrepancies. 
CTD- As the CTD unit had been calibrated prior to the use in the fall, and again after 
the fall and before the spring, the accuracy should be essentially at manufacturer's 
specifications. It is felt that observed parameters can be used to +/- 2 db in pressure, 
+/- ,002 degrees C in temperature, and +/- .003 in PSU. Again, this must be noted that 
the salinity measurements in the Spring Camps are missing due to a cracked 
conductivity cell. 

Findings to Date 

GPS Data- From Fig. 1, the relative magnitudes of the various camps can be seen. 
Both the Fall camp and the Spring West Camp are seen to have a greater response in 
the NW-SE direction than the Spring East Camp shows. The overall drift vector of the 
Fall and Spring West Camps is to the WSW however, and this compares favorably 
with the Spring East Camp. Several fine scale features can be seen in both Figure 2, 
Fall Camp Drift and Figure 3, Spring East Camp Drift. Notably, the course reversals 
and circular motions observed on Oct. 1, Oct. 12, Nov. 23, and Nov. 3 1. Some of the 
circular radii were within the floe boundaries in the case of Nov. 23. The Spring East 
Camp had a 14 day period bounded by a 3 nautical mile circle, as well at the end of 
the project on April 25, a sharp course reversal. 

CTD Data- The mixed layer depths are roughly comparable between the Fall data and 
that collected in the spring. Depths ranged from a high of around 25 to a maximum of 
45 observed in the Spring Camps. There is a strong locational difference between the 
two profiles taken at the Spring West camp in support of the Morison Buoy and 
those taken at the East Camp. The West Camp traces reach 0 degrees C at a depth 
just below the mixed layer (50 db) and the same depth is fully .9 degrees colder at the 
East Camp. In addition, the first trace at the East Camp shows a large intrusion of 
warm water below 100 db that could be associated with the large movement seen in 
the preceding days. See figures 4 and 5 for station locations. 

Analysis and Publication Plans 



The data described is available in the form of data reports, previously published after 
the Fall experiment and recently collated into a Spring report. The data is available via 
ftp, e-mail or can be provided on several different media for M e r  analysis. Several 
platform types can be supported such as LNIX, DOS or Macintosh. 
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figure 5 



Regional and Floe-Floe Deformation 

Jim Overland (P.I.), and Sigrid Salo, Pacific Marine Environmental Laboratory (PMEL); 
Coordinated Investigators: S. Li, and L. McNutt, University of Alaska. 

Scope of Data Set 

In late September 1993, we deployed thirteen ARGOS buoys; one at the SIMI main 
campand the other twelve in two circles (hexagons) centered at the main camp (Figure 
1). The radii of the two circles (hexagons) were approximately 5 and 10 krn. We set out 
an additional seven buoys at the spring SlMI camp (Figure 2). Each of the ARGOS 
buoys used the GPS system to determine their positions once per hour. The buoys all 
established their position at the same time to increase the chance that they would all use 
the same group of satellites for a given fix. When buoys did use the same satellites, their 
positions had the same "dither", which subtracted out when we calculated the distance and 
direction between them. The positions, a code for the identity of the satellites used to 
obtain the most recent position, and the previous two hours' positions were transmitted 
to us using the ARGOS system. We also obtained the ARGOS positions as a check on 
the GPS positions, and to fill in missing GPS positions. The ARGOS positions are only 
accurate to +300m, but were useful when a buoy was unable to determine a GPS position 
for several days at a time. GPS positioning is a great improvement over ARGOS 
positioning to obtain relative motions; on plots of both one-day and three-day relative 
displacements, buoys with ARGOS fixes appear noisy relative to the pattern calculated 
from the GPS fixes. 

Time series of positions were obtained from GPS positions and from ARGOS positions 
for GPS gaps longer than 5 hours. We despiked the data by calculating the standard 
deviation of the buoy displacement per unit time and removing positions whose change 
was greater than 6 times that value. We then used an Akima cubic spline to obtain an 
hourly time series of positions. Each position in the final product was coded to indicate 
if it was &rived from GPS or ARGOS positions or extrapolated during a gap. Time 
series of distances and directions from the SIMI main camp to each of the buoys in the 
array were obtained from the original unsplined data, using only those positions where 
both buoys used the same satellites or all but one of the same satellites. The data were 
despiked and splined in the same manner as the position data. 

Figure 1 and 2 also presents a timeline for each of the buoys we set out at the SIMI 
camps. Each buoy is identified by both its floe number (1-12), and by its ARGOS 
number. All the buoys except 20727, at site 11 in the northeast, lasted at least through 
April 1994, although most have gaps of several days to several weeks in their records. 
Many of the shorter gaps were GPS gaps; we do have ARWS data during their duration. 
The longer gaps were caused by foxes who chewed off the ARGOS (transmitting) 
antennas, and we do not have ARGOS positions to fill them. 

SIMI main camp remained near its original position during October and November 1993, 
but moved 16" of longitude westward in December 1993 and January 1994 (Figure 3). 
Its displacement was a minimum in February-April 1994, and increased again in May 
when it moved another 5" west. During the summer the SIMI main camp moved to the 
northeast and then in the fall to the southeast. The SIMI camp was slightly northeast of 
its position one year earlier, when its ARGOS buoy stopped transmitting in late October 
1994. The SIMI spring camp moved generally westward during its occupation (Figure 
2). 
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There was little persistent change in the shape of the hexagons formed by the buoy arrays, 
especially during the first three months, although the arrays did steadily rotate clockwards 
(Figwe 4). The outer hexagon was sometimes flattened in the k t i o n  toward which the 
array was moving, as in October 1993 (-74.g0N, 142S0W), but later recovered its form. 
There was more distortion and rotation of the array in February-April, but except for the 
fact that each buoy was some 80" clockwise of its original position relative to main camp, 
the array was still recognizable. 

Although we collected weather data at the SIMI main camps, the cable from the weather 
station tower to the ARGOS transmitter was destroyed by foxes in early December and 
not repaired until late March. We therefore have data only for the first several months 
and final weeks of the main SIMI experiment. The pressures and winds displayed in 
Figure 5 are derived from the NMC pressure grids using our METLIB programs. In the 
top two plots, METLIB data are plotted as a solid line and station data as a dashed line. 
The METLIB and station pressures match quite well, although we haven't done a 
statistical comparison. The METLIB winds are not identical to the SIMI camp winds 
primarily because they represent regional rather than local winds. 

Findings to Data 

The idea that sea ice behaves as a plastic on regional scales (> 5 krn) is over 20 years old 
(Karlsson, 1972). The concept of a yield surface was well established in sea-ice models 
of the AIDJEX [Pritchard, 19801 and post-AIDJEX periods [Hibler, 19791. A difficulty 
was the lack of computer capabilities to actually resolve the physics on their appropriate 
regional scales in the models; grid length were of order 120 km so that mathematical 
resolution, i-e., the ability to resolve the underlying equations for plastic flow, is limited 
to 4AX or almost 500 km, much larger than the scale of regional stress characteristics 
and shearing motions O(10-40 km). Note that we are still referring to a continuum 
model. 

A second limitation was in situ measurements. The Arctic buoy array provides basin 
scale ice motion and meteorological information, but it resolves only larger-scale, mostly 
wind-driven motions [Colony and Rigor, 19931. The SAR is an opportunity to resolve 
ice motions and thus deformations on a sub-regional scale O(10 km). Its limitations are 
a 3-day repeat orbit and that there is not complete spatial coverage. However, a major 
use for SAR data is to verify sea-ice dynamics assumptions through case studies of 
deformation events. 

Our intent is to compare SAR derived ice motions with deformation information obtained 
from the array of 13 drifting buoys with GPS positioning placed within a 20 km region, 
500 km north of Alaska (Figure 1). We wish to understand whether the underlying 
plastic hypotheses for modeling sea ice are valid, in particular that under compression sea 
ice yields first in shear (Marco and Thompson, 1977; Pritchard, 1991). We also note that 
the deformation in the wind field is not large enough to cause significant deformation in 
the ice pack, that given the smngth of the pack, coastal geometry is important over 
distances as great as 500t  km (Overland, et.al., 1995). We note that modem generation 
computers are capable of 10-20 km resolution, so that simulations that resolve the full 
plastic behavior of sea ice are possible (Coon, et.al., 1992). 
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Time series of the in situ SIMI buoy array extends from September 1993 through the 
spring and summer, 1994. SAR-derived deformation data is analyzed for the winter 
season, Day 22 to Day 74 in 1994, when the satellite was in a fixed orbit with a three day 
repeat (Kwok, et-al., 1990; fi, et.al., 1995). The SIMI project was fortunate that the ice 
camp moved under the satellite track in the middle of January 1994 and remained there 
through April. 

Early fall 1993 was one of the minimum ice extents for the previous 20 years in the 
Beaufort Sea with 450 km of open water north of Alaska (Figure 6a). There was small 
and almost continuous shear and divergence during fall freeze-up in October, followed 
by nearly solid body motion until the fust of February (Figure 6b) when large episodic 
events began and continued through April. This behavior is shown by the buoy 
displacements relative to main camp (Figure 7). The displacements varied in October and 
then were nearly constant until the end of January. According to these Joint Ice Center 
analyses, the Beaufort Sea did not have first year medium ice (70-120 cm) extending to 
the Alaskan coast until the end of January. We believe that large deformation and stress 
events were not possible until the ice strength had increased between the camp and shore, 
such that the coastal boundary participated in establishing the internal stress field 
(Overland, et.al., 1995). 

The fust major event near the camp began about Day 32 with convergence with southerly 
winds against the perennial ice pack to the north of the SIMI camp, followed by slight 
divergence with northerly winds; with continued northerly winds the region of the ice 
from the camp to the shore converged and probably failed due to shear after Day 38. 
This behavior is shown both in the three day relative displacements in the buoy array 
(Figure 8) and in the SAR data (Figure 9). On Figure 8, the thickest arrow in the center 
is camp displacement, all other m w s  are displacements relative to camp. The thinnest 
arrows are from ARGOS fixes, which are less consistent with the other buoys on the Day 
38-41 figure. There was a second major event near Day 70. Results suggest a plastic 
nature of Beaufort Sea ice and the importance of coastal boundaries in establishing large 
values of shear deformation and the propagation of stress characteristics into the interior 
ice pack (Pritchurd, 1988; Erlingsson, 1991). 
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Analysis and Publication Plans 

We plan to compare regional atmospheric forcing to floe-floe deformation based on the 
buoys and regional deformation based on SAR observations. We take an event orient 
approach. 

We plan to submit a paper to JGR-Oceans by early summer; "The seasonal cycle of ice 
deformation in the Beaufort Sea". We will also provide data support to J. Richter-Menge 
and work with the M. Coon group on "Validation of an oriented pack ice constitutive law 
with SAR, GPS and sea-ice stress measurements". 

A list of recent publications relevant to SIMI are: 

Overland, J.E., B.A. Walter, T.B. Curtin, and P. Turet, 1995: Hierarchy and sea-ice 
mechanics: A case study from the Beaufort Sea. J. Geophys. Res., 100, in press. 

Overland, J.E., P. Turet, and A.H. Oort, 1995: Regional variations of moist static energy 
flux into the Arctic. J. of Climate, 8,  in press. 

Menge-Richter, J.A., and J.E. Overland, 1994: Relating arctic pack ice stress and strain 
at the 10 krn scale. WCRP Conference on the Dynamics of the Arctic Climate 
System, Gateborg, Sweden, November 7- 10, 1994. 

Overland, J.E., and R Colony, 1994: Geosmphic drag coefficients for the central Arctic 
derived from Soviet drifting station data. Tellus, 46A, 75-85. 

Walter, B.A., and J.E. Overland, 1993: The response of lead patterns in the Beaufort Sea 
to storm-scale wind forcing. Annals of Glaciology, 17, 2 19-226. 

Overland, J.E., B.A. Walter, and K.L. Davidson, 1992: Sea-ice deformation in the 
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Pack Ice Stresses and their Relationship to Regional Deformation 

Jacqueline A. Richter-Menge (P.I.), Bruce C. Elder, Walter B. Tucker 111 and Dr. 
Donald K. Perovich of the US Army Cold Regions Research and Engineering 
Laboratory (CRREL). 

Scope of Model and/or Data Set 

The overall goal of our research is to improve our understanding of the processes 
and forces involved in the deformation of sea ice. Towards that end, our objective 
in this program is to collect and analyze measurements of pack ice stress and 
couple them with ice deformation measurements and environmental forcing 
observations. Combined, these data sets can be used to directly obtain a large- 
scale ice rheology. Such a rheology is a central element of large-scale sea ice 
dynamic-thermodynamic models. This will lead to a more accurate assessment of 
the heat, mass and momentum balance of the Arctic ice pack, which is a critical 
component for examining the role of sea ice in global climate change. Another 
important application for this research is the determination of design ice forces for 
offshore structures and vessels. 

The measurements we collected during the Sea Ice Mechanics Initiative (SIMI) 
main field experiment will provide insight on: 

the horizontal distribution of ice stress in a multi-year floe and its dependency 
on boundary and load conditions 

the relationship between the stress distribution in floes and the local strain field 
the large-scale rheology of sea ice 
the extent and magnitude of thermally-induced ice stresses 

Instrumentation and data collection 

In situ ice stresses were measured using the cylindrical, vibrating wire sensors 
described in Cox and Johnson (1983). The sensor consists of a stiff steel cylinder 
that is 25 cm long, 6 cm in diameter and has a wall thickness of 1.6 cm. The 
magnitude and direction of the principal stresses in the plane of the wires, which 
coincides with the horizontal plane of the ice, are determined from measurements 
of the radial deformation of the cylinder. Inside the cylinder three tensioned 
wires, separated by 60°, cross the diameter. Deformation is determined by 
plucking these wires with a magnet/coil assembly and measuring changes in the 
resonant frequency of each wire. Extensive calibration tests done on these sensors 
indicate an accuracy of better than 15% for principal stress magnitude and 5" for 
the direction. The sensors are also instrumented with an internal thermistor to 
measure the gauge temperature. This allows the stress data to be corrected for 
temperature effects. 

Installation of the sensors in the ice is straightforward. A hole is cored through 
the ice sheet and the sensor is suspended in the void, locating the wire set at the 



depth where stress measurements are desired. The orientation of the wire set, 
relative to a given datum, is also established and recorded so that the data on the 
direction of the principal stresses can be used effectively. Once the sensor is in 
place, the hole is backfilled with water, which freezes the sensor into the ice sheet. 
The fact that the sensor has frozen in completely is easily determined from the 
measured stresses. As the water freezes and expands, the sensor records a rapid 
and significant increase in pressure. These stresses then dissipate, typically within 
48 hours. Accurate in situ stresses can be measured once the freeze-in stresses 
have attenuated. 

All of our measurements were recorded and stored on site using battery powered 
dataloggers. In situ ice stresses were measured at 5 minutes intervals and the 
thermistor readings were recorded on the hour. 

A total of 35 sensors were deployed to measure in situ ice stresses. A summary of 
our deployment and recovery sequence is provided in Table 1. All but 6 of the 

Table 1. Summary of instrument deployment and recovery. 

Site 
Number 

1 

2 

3 

- 
4 

4a 

5 

6 

7 

Location 

---- 
Remote floes 1-6 

(Map 1) 
Harbor 

(Map 2, F 1) 
Bog 

(Map 2, H5) 

Old Frontier 

(Map 2, A5) 
Frontier 

(Map 2, B5) 
Center 

(Map 2, D4) 
NWRA study site 

(Map 2, F4) 
CRREL site 
(Map 2. E3) 

Start date 

22 Sep 93 

24 Sep 93 
25 Nov 93 
27 Sep 93 
9 Oct 93 
2 Dec 93 
28 s e p Y 3  
1 Dec 93 
3 Oct 93 

23 Sep 93 
29 Nov 93 
22 Nov 93 

l6N0v 93 

Number of 
stress gauges 

6 

7 
1 
7 
7 
1 

-- 

7 
1 
7 

1 
2 
1 

2 

End date 

22 Mar 94 

21 Mar 94 
21 Mar 94 
30 Sep 93 
2 Dec 93 

26 Mar 94 
3 0 c t  93- 

20 Mar 94 
20 Mar 94 

3 Apr 94 
3 Apr 94 

26 Nov 93 

25 Mar94 

Number of 
thermistors 

0 

0 

0 

- - 

0 

0 

4 8 

0 

2 8 



Figure 1. Stress sensor layout on center floe. 

sensors were located on the central floe, shown in Map 1, which also served as the 
location for the SIMI West base camp. A majority of these sensors were installed 
during the first visit to the floe in late September 1993. During this phase of the 
deployment 7 sensors were located at each of the three edge sites: Harbor (Map 2, 
Fl), Bog (Map 2, H5), and Old Frontier (Map 2, A5). At the Center site (Map 2, 
D4) a single sensor was installed along with a thermistor string that extended 
through the thickness of the floe. All of the stress sensors were located near the 
top surface of the floe at a constant depth below the water surface. The layout of 
the sensor groups, shown schematically in Figure 1, was designed to provide 
information on the attenuation of stresses from the edge of the floe to the center 
and the distribution of stresses along the boundary. Using the Center site as a 
point of reference, the edge sites were located 120" apart. 

As a result of extensive ice deformation early in the measurement period, the 
sensors at the Bog and Old Frontier sites were moved. The sensors at the Bog site 
were moved back less than 50 m, to the new floe edge. The sensors at the Old 
Frontier site were moved back behind a continuous crack that had formed 
approximately 400 m from the original floe edge (Map 2, B5). This site was 
designated Frontier. 

During the initial installation period, we also deployed sensors on 6 floes around 
the center floe. This part of our program was done in collaboration with Jim 
Overland, from NOAA Pacific Marine Environmental Laboratory (PMEL). The 
goal was to obtain coincident measurements of stress and deformation on a 
regional scale. The stress and deformation array consisted of two 6-buoy rings, 



with position buoys placed in the center of multi-year floes spaced relatively 
evenly around each ring (Map 1). The rings were located at a 5 and 10 km radius 
from the center floe. A position buoy was also located on the center floe at the 
Center site. Positions of the of the buoys were measured using the Global 
Positioning System (GPS) and ARGOS. The stress sensors were coincidentally 
located with the position buoys on the inner ring (Map 1, Floes 1-6). As part of 
this effort PMEL also established a station on the center floe to measure winds, 
temperature and currents. 

Additional installations took place in November 1993. In an effort to determine 
the ice stresses being transmitted to the central multi-year floe we deployed 
sensors in the thin ice immediately adjacent to the floe at the Bog and Harbor sites 
(Figure 1). Another sensor was deployed at the edge of the Old Frontier site. 

In collaboration with Peter Stein, from Scientific Solutions, Inc., a new site was 
established near the runway (Map 2, E3) along the leg that ran from the Harbor to 
the Center site. Two sensors were deployed, one near the top and one near the 
bottom surface of the floe, in conjunction with a thermistor string that extended 
through the thickness of the floe. The objective was to monitor the stress and 
acoustic activity in the ice during thermal loading. The thermal load was applied 
to the ice by removing the snow cover over a 3 x 3 m area during a period when 
there was a significant and rapid drop in the air temperature. This site also 
provided us with an additional point for our investigation on the attenuation of 
stresses in the floe. 

During the November phase of the field program we also participated in a joint 
effort with Max Coon, from Northwest Research Associates (NWRA), and Peter 
Wadhams, from the Scott Polar Research Institute (SPRI), to compare the stress 
measured by two different stress sensors and their relationship to measured small- 
scale strain. Stress was applied to the ice by an air-driven pneumatic flat jack. 
Both square wave and ramp loads of about 60 kPa above the ambient stress were 
applied. This test took place at the NWRA study area located on Map 2 at F4. 
Testing began after we established that our sensors had frozen in and the 
associated stresses had dissipated. Our measurements indicated that this process 
took 2-3 days. The loading tests were conducted over a two-day period. 

Upon completion of the joint NWRA-CRREL-SPRI experiment, our sensor was 
removed from the ice and installed at the Center site at mid-depth. A third sensor 
was also installed at the Center site, near the bottom of the floe. Together these 
sensors provide data on the vertical distribution of stresses in the ice. 

Prior to leaving the field in early December, a significant deformation event 
occurred, again, at the Bog site. Due to time constraints and equipment damage 
we were unable to redeploy the site a third time. One sensor was left operating 
near the new edge of the floe. 



Our instruments successfully collected data until the end of March 1994, when we 
returned to the main SIMI camp to retrieve our equipment. The Center site was 
left operating after our departure in hopes that the sensors could be recovered 
during a cruise that took place that summer. Unfortunately, the ship track did not 
allow for this. 

Findings to Date 

Our data analysis efforts have been primarily focused on the center floe. The time 
history of in situ stresses over the six-month sampling period have been 
established for the Frontier, Harbor and Center sites. Qualitative comparisons of 
the stress records from these sites have been done. They suggest that at the edge 
sites, Frontier and Harbor, events of relatively high stress often occurred at the 
same time. While the signatures of the individual events were strikingly similar at 
these sites, the magnitude of the peak stresses were consistently higher at the 
Frontier site. Stresses measured at a 5-meter site at the'Frontier, shown in Figure 
2a, are representative of the stress time histories measured at the edge sites. From 
the beginning of the measurement period until Julian Day 320, the stress records 
showed little activity, with the exception of one isolated, 4-5 day event which 
started on Day 303. After Day 320 the presence of stress was relatively 
continuous. We believe that this transition marks the point at which the pack 
became consolidated and, therefore, began to respond to ice motion as a 
continuum. 

A number of significant compressive stress events, with a magnitude of 100 kPa 
or more, were observed throughout the December-March period. The magnitude 
of these events are consistent with pack ice stress measurements reported in other 
studies (Tucker and Perovich, 1992; Comfort et al., 1992). While a quantitative 
determination of the characteristics of the stress events remains to be done, it 
appears they occurred on an average frequency of approximately 10 days. Their 
duration varied from 2 to 10 days. The maximum stress measured was 400 kPa. 
It occurred during an event in early December (Julian Day 332) at the Frontier 
site. The significant and rapid divergence of the major and minor principal 
stresses that is apparent in Figure 2a from Day 347 to 357 illustrates another 
characteristic of the stress records. Typically during period of low stress the 
direction of the principal stress varies widely. When the stress begins to increase, 
marking the beginning of a significant stress event, the direction becomes much 
more stable and pronounced. 

We believe that the relatively high stresses marking these events represent a 
combined thermal and dynamic loading. This is suggested by the coincidence of 
significant changes in the sensor temperature (Figure 2b) and with the time of the 
events (Figure 2a). The high frequency signature of the stress is indicative of the 
dynamic, ice motion component. 
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Figure 2. Time history, from 7 Oct 93 to 20 March 94, of in situ ice stress 
and sensor temperature at  a site located near the edge of the main floe. 



Another indication of the fact that the periods of relatively high stress are caused, 
in part, by ice dynamics is the correspondence we observe between the time of 
stress events and ice motion at the 10 krn scale. Periods of ice motion were 
determined from data collected by the PMEL position buoys. For each of the 12 
instrumented floes, shown on Map 1, a line was drawn from the middle of the 
center floe to the location of the position buoy. Cumulative changes in the length 
of these lines were determined using the relationship (L-Lo)/L,, where Lo is the 
original line length and L is the line length at the time of measurement. A change 

rz -0.1- ---- Fbea - Fbe I0 .- Fbe I2 
. . . . - . . F b e P  - Fbell 

-0.2 I 1 I 1 I I I 

300 305 310 315 320 325 330 335 340 
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Figure 3. In situ ice stress at the edge of the center floe (a) and cumulative 
strain measurements from floes in the 5 km inner ring (b) and 10 km outer 
ring (c). 



in any of the line lengths indicated ice motion, or 1-dimensional ice strain. 
Representative results from our initial analysis are shown in Figure 3. For 
consistency, the ice stress data is from the same sensor used in Figure 2. The 
period we have chosen to show, from Julian Day 300 to 340, is marked by 
significant stress events at its beginning and end, encompassing a relatively 
inactive period. Two sets of strains are presented: those measured from floes in 
the 5 km inner ring (Figure 3b) and those in the.larger 10 km outer ring (Figure 
3c). Correspondence between periods of ice motion and ice stress can be seen 
when comparing Figures 3a and 3c. Interestingly, the major stress events that are 
evident in Figure 3a are not at all apparent in the strain measurements from the 
buoys lying on the 5 km ring. This was typical of our results and is consistent 
with the suggestion of a number of investigators (Hibler, 1977; Thorndike, 1987; 
Overland et al., in press) that the 10 km scale is the lower boundary for 
considering the ice pack as a continuum. At smaller scales, the ice exhibits a 
behavior that is better explained as aggregate. 

Comparison between the stresses at the Center site and the edge sites, Frontier and 
Harbor, indicate that there is a significant amount of attenuation in stress from the 
edge to the center of the floe. There is a good correspondence between the time 
and period of significant stress events measured at these sites. The magnitude of 
the stress during these events is an order of magnitude lower at the center of the 
floe than at the edges. 

Analysis and Publication Plans 

Analysis of our SIMI field data will continue with a focus on characterizing the 
pack ice stress. Specifically, we will quantify the frequency and magnitude of the 
pack ice stresses and their relationship to ice strain on this regional scale. Cross- 
correlation techniques will be applied to the stress and deformation data to 
confirm the scale effects, examine lead and lag functions, and establish the role of 
local meteorology. Much of this work will be done in collaboration with Jim 
Overland, PMEL. We will also use the data from the center floe to study the 
process of stress distribution in an ice floe; for instance, attenuation, boundary 
effects, and impact of variations in ice thickness. 

We also plan to continue collaborative efforts initiated in the field with Peter 
Stein, Scientific Solutions, Inc., to investigate the role of thermal loading in the 
development of ice stresses and with Max Coon, NWRA, to compare the 
performance of our in situ stress sensors. 

The following is a list of titles of publications that we plan to present at 
conferences and in journals: 

Characteristics of pack ice stresses 
Stress distribution in a multi-year floe 
Pack ice stresses and their relationship to ice strain on a regional scale 



The role of thermal loads in determining ice stress and fracture 
Performance comparison of two ice stress sensors and an ice strain sensor 

Recent publications resulting from the SIMI program and relevant publications on 
models and equipment used during the SIMI program are: 

"Relating Arctic pack ice stress and strain at the lOkrn scale," J.A. Richter- 
Menge, J.A., B.C. Elder, J.E. Overland and S. Salo, in Proceedings of 
Conference on the Dynamics of the Arctic Climate System, World Climate 
Research Programme, Goteborg, Sweden, 7- 10 November, 1994. 

"The tensile strength of first-year sea ice," J.A. Richter-Menge and K.F. Jones 
Journal of Glaciology, 39(133), pp. 609-61 8, 1993. 

"Stress measurements in drifting pack ice,", W.B. Tucker I11 and D.K. Perovich, 
Cold Regions Science and Technology, 20, 1 19- 139,1992. 

"Observations of stresses in Arctic pack ice," D.K. Perovich, K.F. Jones, and 
W.B. Tucker 111, in Proceedings of the 11 th IAHR International Ice 
Symposium, Vol. 2, 979-990, 1992. 

"On the relationship between local stresses and strains in Arctic pack ice," W.B. 
Tucker 111, D.K. Perovich, M.A. Hopkins, and W.D. Hibler 111, Annals of 
Glaciology, 15,265-270, 1991. 

"Field Observations of stresses in young ice," D.K. Perovich and W.B. Tucker 
111, in Proceedings of 10th International Conference on Offshore Mechanics 
and Arctic Engineering, Vol. IV, 191 -1 98, 1991. 
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6. MODELING 

Papers included in this section are the following: 

"Physically Based Constitutive Modeling of Ice," by Prof. Jerome Connor (P.I.), 
Mr. Alex Elvin, Mr. Dongho Choi, and Mr. Jinkoo Kim of the 
Massachusetts Institute of Technology and Dr. S. Shyam-Sunder (P.I.) of 
the National Institute of Standards and Technology 

"Numerical Simulation of Arctic Pressure Ridging," by Dr. Mark A. Hopkins (P.I.) 
of the U.S. Army Cold Regions Research and Engineering Laboratory 

"Sea Ice Mechanics Related to Thermally-Induced Stresses and Fracturing of Pack 
Ice," by Dr. James K. Lewis of Ocean Physics Res. & Dev. and Dr. Peter J. 
Stein of Scientific Solutions, Inc. 

"Measurements of Crack Velocity in Sea Ice Using Electromagnetic Techniques," 
by Dr. Victor Petrenko (P.I.) and Mr. Oleg Gluschenkov of the Thayer 
School of Engineering, Dartmouth College 

"Constitutive Equations and Fracture Models for Sea Ice," by Dr. Gregory Rodin 
(co-P.I.), Dr. Richard Shapely (co-P.I.), Mr. Khaled Abdel-Tawab, and 
Ms. Lu Wang of the University of Texas 

"Physically Based Constitutive Modeling of Ice: Damage and Failure," by Mao S. 
Wu (P.I.), J. Niu, Y. Zhang, and H. Zhou of the Department of 
Engineering Mechanics, University of Nebraska-Lincoln 

Papers with additional information on modeling in Section 2, Acoustics: 

"Sea Ice Failure Mechanisms," by Robert S. Pritchard of Icecasting, Inc. 
"Seismo- Acoustic Remote Sensing of Ice-Mechanical Processes in the Arctic," by 

Henrik Schmidt, Arthur B. Baggeroer, and Ira Dyer of the Massachusetts 
Institute of Technology and Keith von der Heydt and Edward K. Scheer of 
Woods Hole Oceanographic Institution 

Papers with additional information on modeling in Section 4, Ice Properties: 

"Crack Nucleation Mechanisms in Columnar Ice -- Recent Developments," V. 
Gupta (co-P.I.), R.C. Picu, J. BergstrOm, and H.J. Frost (co-P.I.) of The 
Thayer School of Engineering, Dartmouth College 



Physically Based Constitutive Modeling of Ice 

Prof. Jerome Connor (P.I.), Dr. S. Shyam Sunder (P.I.), Mr. Alex Elvin, 
Mr. Dongho Choi, Mr. Jinkoo Kim. 

Scope of Model and/or Data Set 

RESEARCH OBJECTIVES 
This research effort is concerned with understanding and modeling the mechanical 
behavior of ice for loading rates and dimensional scales representative of ice- structure 
interaction events. In particular, the focus is to develop a modeling strategy which 
is (i) based on fundamental understanding of the underlying physical mechanisms 
governing the deformation and failure of polycrystalline ice, (ii) capable of dealing 
with the evolution of cracking, and (iii) is computationally possible for full scale as 
well as heterogeneous micro- mechanical scales. It is well known that the behavior of 
ice is ductile and/ or brittle depending on temperature and loading rate. Separate 
modeling strategies are employed to capture the brittle and ductile regimes. Details 
are presented below. 

MODELING METHODOLOGY- Brlttk Behavlor 
In this section the loading rate is assumed to be fast enough and temperature low 
enough so that the behavior is predominantly linear elastic. At least three different 
scales have been defined in order to help understand the processes leading to, and 
the brittle failure of, polycrystalline ice. Each scale defines a level of resolution, and 
uses as input the information from the previous scale (see Fig. 1). In what follows 
each of these scales will be described and the modeling approach presented. 

Scale Level I- A Few Grains 
The modeling a t  the scale of a few grains attempts to explain the cause of micro- 
cracking that is observed in polycrystalline ice. Recent work (Picu, Gupta and 
Frost (1993), and Elvin and Shyam Sunder (1994)) has shown that the elastic 
anisotropy mechanism acting alone is not strong enough to produce microcrack- 
ing observed in polycrystalline ice. Even if stress concentrators like air bubbles are 
included, the microcracks that result are too short when compared with experiments 
and the stresses required to nucleate these cracks are unrealisticly high (see Elvin 
and Shyam Sunder (1994) for details). Therefore some additional mechanism has to 
be present in order to induce microcracking observed in ice at  the high loading rates. 

Grain boundary sliding has been studied as a possible mechanism of microcracking in 
polycrystalline ice in (see Elvin and Shyam Sunder, 1994, Elvin and Shyam Sunder, 
1995 and Elvin, 1995).The mechanism involves the relative slip of neighboring grains, 
i.e. neighboring grains are not rigidly connected to each other but grain boundary 
slip is allowed. This slip might be due to: (i) elastic effects such as a compliant grain 
boundary layer, or (ii) viscous behavior of the grain boundary- several investigators 
report a liquid like layer present on the grain boundary at temperatures higher then 
-10°C. 
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Figure 1: Global modeling strategy- Scale Level I, Scale Level 11, and Scale Level I11 



The model of Scale Level I considers an unit cell consisting of three grains with free 
grain boundary sliding. Material effects such as grain anisotropy, shape, orientation 
and size on microcracking is studied. The finite element method is used to solve the 
unit cell model. 

Scale Level I1 - Microcmechanical Modeling of t h e  Representative Area 
Element  
This scale level models an ensemble of randomly shaped polgynoal grains. The 
primary goal is to study the accumulation of microcracks. Two modeling approaches 
have been taken. The first model is based on the work of Wu, Shyam Sunder and 
co- workers- refered to as the discrete cracking model (DCM); the second approach 
deals with continuous microcracking processes, refered to as continuous cracking 
model (CCM). 

The DCM approach assumes the existence of precursors at grain triple points. The 
microstructural stress field due to the elastic mismatch between neighboring grains 
is analyzed; different levels of accuracy in the analysis is considered. Precursors 
nucleate into microcracks of a pre- specified length when the maximum principal 
stress criterion is satisfied. Global failure is considered to occur when the stress field 
at the tip of one or more of the nucleated cracks satisfies the maximum principal 
stress criterion. The effects of strain rate and temperature are considered by using 
appropriate friction coefficients and fracture toughneses. 

On the other hand the CCM approaches aims to track the nucleation, growth and 
coalescense of pre-existing defects into microcracks, and the subsequent coalescence 
of microcracks. This dynamic process of crack growth requires an accurate analysis of 
stresses in the heterogeneous medium, and a procedure for predicting the paths of the 
cracks. Approximate criteria such as the strength criterion (e.g. a 2 a,) or plasticity 
like criteria (e.g. Mohr-Coulomb 'yield' surface) are possible candidates. However, 
these criterion lack the physical basis. Work is required to develop a comprehensive 
fracture criterion for crack nucleation, and path prediction. An important difference 
is that CCM does not require precursors; at  any point in time there is a population 
of microcracks all differing in length. The underlying driving mechanism in CCM is 
assumed to be grain boundary sliding. 

A critical issue for Scale Level I1 analyses is the choice of the number of grains 
contained in the representative volume element (or in the case of planar conditions 
a representative area element- RAE). To this end, numerical simulations of com- 
pression of polycrystalline ice samples with different number of grains has been per- 
formed. Two limiting cases have been considered: (i) a rigid grain boundary zone 
where no slip is allowed between grains, an (ii) free slip between grains. 

Scale Level I11 - Mesoscale - Homogeneous Ice 
On a scale containing a set of RAE, or on the global scale, materials can be considered 
as homogeneous. If the deformation causes no cracks, then modeling the ice on 
the mesoscale (a set of RAE) by substituting the polycrystal aggregate with an 
equivalent homogeneous material would produce accurate results. However, as soon 



as microcracks form, leading to shear faulting/ axial splitting on the scale of the 
RAE, the appropriateness of a homogeneous material model becomes questionable. 
The failure process starts on the scale of a few grains (Scale Level I); microcracks 
grow and accumulate within the RAE (Scale Level 11) and as soon as shear faulting 
or axial splitting occurs in the RAE the cracks become 'visible' on the mesoscale 
(Scale Level 111). There are two types of cracks that are possible; Mode I cracks or 
cracks due to axial splitting on Level I1 and Mode I1 cracks which are shear faults 
on Level 11. 

The aim a t  this scale is to bridge the homogeneous material response and the zone 
around the local failure which has to be modeled as a heterogeneous aggregate 
(Level 11). The challenge in Level I11 is the formulation of this heterogeneous to 
homogeneous transition. Figure 2 shows the heterogeneous, homogeneous, and tran- 
sition zone for in plane indentation of a floating ice sheet. 

MODELING METHODOLOGY- Ductlle Behavlor 
In most engineering problems, ice exists at  homologous temperatures exceeding 0.9. 
At these high temperatures, the creep of ice cannot be completely suppressed even at  
relatively high loading rates (strain rates exceeding 10-3s-1) where creep and damage 
coexist. During ice- structure interaction in the ductile to brittle transition, ice is 
subjected to a non- monotonic vibratory loading as segments of the ice sheet crack. 
Experimental data on the cyclic behavior af ice, both under pure compression and 
reversed stress conditions, is starting to accumulate in the literature. The objective of 
this research is to develop a physically based constitutive model for ductile behavior 
capable to predict ice response both under monotonic and cyclic loading. 

A physically-based constitutive creep theory is being developed in the continuum 
mechanics framework using the theory of internal state variables. Two internal state 
variables are employed to represent isotropic and kinematic hardening. Isotropic 
hardening is associated with dislocation structures which are induced by external 
loads; kinematic hardening is due to creep anisotropy of ice crystals. The motions of 
dislocations are described by using "average" internal stresses resulting from hard- 
eing processes and temperature dependent dislocation drag. In polycrystalline ice, 
internal stresses are distributed due to variation in basal plane orientation. New evo- 
lution equations for the two internal state variables are proposed to describe creep 
anisotropy and the changes in the microstructures associated with the evolution of 
dislocation density. 

At relatively small anelastic strains, the effects of the internal stresses and their 
distributions are taken into account by distributing relaxation times. Evidence for 
this distribution is provided from the data of Cole (1993). Our model uses the Gaus- 
sian distribution of relaxation times, to account for the measured loss compliance. 
The model parameters are obtained from the experiments of Cole (1993). 
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Findings to Date 

Brittle Behavlor 
Scale Level I- A Few Grains 

If no grain sliding takes place, and only the elastic anisotropy mechanism o p  
erates, the stresses required for microcrack nucleation and growth are unreal- 
isticly high compared to experiments; the resulting microcracks are also too 
short. 

Simulations show that by allowing grain boundary sliding, a defect originating 
at the triple point grows stably, reaches a critical length and then propagates 
unstably to the neighboring triple point. This is shown in Fig. 3 where the 
stress C required to propagate a microcrack is plotted versus the microcrack 
length I .  The microcrack is located along the grain facet (of length a). The 
variation of the grain anisotropy, given by the parameter C, is also shown. 
Note, first the stress increases (stable crack growth). reaches a peak and then 
decreases (unstable crack growth). Thus microcracks as long as the facet length 
can be realized. 

With grain boundary sliding, the origin of the defect is not critical; examples 
of a defect could be an air bubble or a decohesion pocket. 

The stress causing microcrack growth is found to be inversely proportional to 
the square root of the grain size. 

The results agree qualitatively with experimental data; as expected, the as- 
sumption of free grain boundary sliding causes an under prediction of microc- 
rack nucleation stresses. 

These results are documented in: 
(1) Elvin, A., and Shyam Sunder, S. (1994) Microcracking Due to Grain Boundary 
Sliding in Polycrystalline Ice Under Uniaxial Compression, Submitted to  Acta Met- 
allurgica et Materialia 
(2) Elvin, A.,  and Shyarn Sunder, S. (1995) Microcracking Due to Grain Boundary 
Sliding in Polycrystalline Ice Under Compression, To Appear in Ice Mechanics - '95, 
ASME- AMD, June 28-30 1995, UCLA. 
(3) Elvin, A.,  (1995) Microcracking Due to Grain Boundary Sliding in Polycrystalline 
Ice Under Biaxial Compression, In  Preparation 

Scale Level I1 - Microcmechanical Modeling of the RAE 
The RAE was found to contain 230 grains from direct finite element simula- 
tions. The probabilistic distribution of stress components at  the grain centers 
is approximately Gaussian in nature. The average computed homogenized 
Young's modulus and Poisson ratio at  -16OC is: 9.58 GPa and 0.33- with no 
grain boundary sliding; 7.83 GPa and 0.45- with free grain boundary sliding. 



Figure 3: Variation of applied compressive stress, C* with normalized microcrack 
lengths for various grain orientations; after Elvin and Shyam Sunder (1994). 

Failure stress predicted by the DCM model is in good agreement with experi- 
mental data for various grain sizes, strain rates and temperatures- see Fig. 4. 

The probabilistic distribution of failure stress and compliance caused by a 
statistical variation of the grain size, precursor length and crystalographical 
orientation was generated by the DCM approach. The 10 to 90th percentile of 
the distribution function of the calculated failure stress captures most of the 
scatter in experimental data. The 10 to 90th percentile of the compliance show 
that the range of distribution increases when the microstructural parameters 
are more scattered and skewed. The damage accumulation in the columnar 53 
ice can be predicted by applying the non-uniform distribution of the c - axes 
orientation. 

The effect of specimen size on the failure stress of polycrystalline ice was ex- 
amined using a DCM approach. The failure stress is found to be inversely 
proportional to the square root of the grain size. Using different grain ge- 
ometries having the same mean grain size, leads to a scatter in the calculated 
failure stress. The critical crack density at  the calculated failure increases with 
decreasing specimen size. 

These results and the details of the models used, are documented in: 
(1) Elvin, A., (1995) Number of Grains Required to Homogenize Elastic Properties 
of Polycrystalline Ice, Submitted to Mechanics of Materials. 
( 2 )  Shyam Sunder, S., Kim, J., and Connor, J.J., (1995) Prediction of Brittle Failure 
Strength of Ice Using a Microstructural Model, In Preparation. 
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Figure 4: Calculated failure stress for four different grain geometries (A, B, C, D) 
versus d-0.5; experimental data of Schulson (1990) also shown 

(3) Shyam Sunder, S., Kim, J., and Connor, J.J., (1995) Statistical Effects on the 
Evolution of Elastic Moduli and the Fracture Stress of Ice, In Preparation. 
(4) Kim, J., and Connor, J.J., (1995) Modeling of Brittle Failure of Ice and Specimen 
Size Effect, In Preparation. 

Ductlle Behavlor 
Creep Response Under Cyclic Loading 
A model for relatively low anelastic strains, on the order of and for cyclic 
loading has been developed. The model predictions are compared with the cyclic 
experiments of Cole (1990) in Fig. 5. The following stress levels are considered: 0.6 , 
0.8 and 1.0 MPa, at the loading frequencies of 0.01, 0.1 and 1 Hz. The comparison 
shows that the model adquately predicts the frequency dependence at low strains 
where no significant changes are observed in the microstructures. 

The normalized data generated from the constant stress experiments of Mellor and 
Cole (1982), when plotted as strain rate versus time, shows considerable scatter. It 
is believed that the scatter is due to microcracking, and furthermore this mechanism 
enhances the creep rate during the primary creep. A more comprehensive creep 
model which incorporates the effects of microcracking, needs to be developed. 

(I) Choi, D.H., and Connor, J. J. (1995) Constitutive Model of Transient Creep Model 
in Polycrystalline Ice Under Cyclic Loading, In Preparation. 
(2) Choi, D.H., and Connor, J. J. (1995) Physically-Based Constitutive Model of 
Transient Creep model in Polycrystalline Ice, In Preparation. 
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Figure 5: Stress strain response of polycrystalline ice under cyclic loading at various 
stress levels and frequencies; experimental data of Cole (1990) and model predictions 
are plotted. 

Analysis and Publication Plans 

This section describes our future modeling plans. The main emphasis in the brittle 
behavior regime will be on Scale Levels I1 and 111. 

Brlttle Behavlor 
Scale Level I - A Few Grains 

More accurate modeling of grain- grain interaction. Improve on the assumption 
of free grain boundary sliding. 

Simulate microcracking with new model and compare predicted results with 
experimental data,qualitatively. 

Scale Level I1 - Microcmechanical Modeling of the RAE 
Develop a fracture mechanics based crack propagation criterion- crack path 
analysis. 

Validate the crack path analysis. 

r Simulate microcrack growth and coalescence; the aim is to predict shear band 
formation and axial splitting. 

Scale Level I11 
Micro- to Macr* Scopic transition zone to analyzed multiscaled boundary value 



problems. Theoretical formulation and computational procedures. 

Duct lle Behavlor 

A physically-based creep model which accounts for damage will be developed. 
The evolution equations associated with generation and movement of disloca- 
tions and microcracking will be developed. Particular emphasis will be placed 
on the influence of microcracking on creep. 

Extensive numerical simulations will be carried out to provide a comparison 
with experimental data. 

Once a valid constitutive theory has been established a computational a lga  
rithm will be developed and applied to a set of boundary value problems. 



Numerical Simulation of Arctic Pressure Ridging 

Dr. Mark A. Hopkins (P.I.) USACRREL 

Scope of Model 

The goals of this project have been to construct a realistic computer model of 
the pressure ridging process and to use the model to develop a better 
understanding of the mechanics and energetics of the ridging process. The ridg- 
ing model is based on a concept of ridge growth in which an intact sheet of thin 
ice is driven against a thick ice floe. The key assumption is that the ice sheet 
breaks in flexure. The brief description of the ridging model that follows is 
excerpted from Hop kins (1994). 

Structure of the Model -- The pressure ridging model is based on the discrete ele- 
ment technique in which a computer program is used to explicitly model the 
dynamics of a system of discrete blocks. The important features of the ridging 
model are: a dynamic linear viscous-elastic model of a floating ice sheet; flexural 
failure (including buckling) of the ice sheets; blocks broken from the parent 
sheet at points where tensile stress exceeds strength; secondary flexural 
breakage of rubble blocks; inelastic contacts between rubble blocks; frictional slid- 
ing contacts between blocks; separate friction coefficients for submerged and 
above water contacts; buoyancy of the ice sheets and rubble; and water drag. 

Sheet 

Rubble E3locks 

Figure 1: Discretization of the floe and lead ice sheet into uniform 
rectangular blocks; showing the boundary conditions on the lead ice 
sheet and floe. A skeletal layer is modeled by terminating the viscous 
elastic joint between adjacent blocks (point A). The tip of the sheet is 
bevelled (point B) to facilitate override. The pin joint (point C) constrains 
the motion of a broken floe. 



The general structure of the model is shown in Figure 1. The thin ice sheet and 
rubble blocks, broken from the sheet, are composed of single rows of uniform, 
rectangular blocks that are attached to neighboring blocks by viscous-elastic 
joints. Relative displacements between adjacent blocks create forces and mo- 
ments, internal to the sheet and rubble blocks, that act on the individual, 
component blocks. The internal forces on the component blocks are added to 
external forces exerted by the surrounding ice rubble, gravity, and buoyancy. 
When the tensile stress in a joint at either surface of the sheet or a rubble block 
exceeds the specified strength, the joint is broken. The block created by the frac- 
ture becomes part of the rubble and is added to the ridge structure. 

Temperature and salinity gradients are present in an ice sheet because the top 
surface is exposed to air and the bottom surface is submerged. These gradients 
produce a variation in the stiffness and tensile strength through the sheet. This 
variation is qualitatively modeled by using an elastic modulus that varies linear- 
ly through the sheet and separate values of the tensile strength at the top and 
bottom surfaces. In addition, there is a weak layer of extremely saline ice, 
several centimeters thick, at the bottom surface of an ice sheet. The saline layer 
is modeled by terminating the viscous-elastic joint between the rectangular 
blocks several centimeters above the bottom surface as shown at A in Figure 1. 

Contact forces between rubble blocks, between rubble and sheet, or between 
sheet and floe use a different force model that supports no tensile force. Two 
blocks are defined to be in contact if the polygons defining their shapes 
intersect. The force between two intersecting blocks is calculated in a local 
coordinate frame with axes normal and tangential to a contact surface connect- 
ing the intersection points. The force acts at the centroid of the area of intersec- 
tion. A viscous-elastic normal force model is used with a Coulomb friction, 
tangential force model. The internal forces and moments at each joint in the 
ice sheet and rubble blocks and the external, contact forces between blocks are 
calculated at each time step. Equations of motion, derived from a Taylor series 
expansion about the current time, are used to find the updated positions and 
velocities. 

Experiments on Ridging - - Energetics - --Each experiment begins with a thin sheet 
of intact lead ice pushed at a constant speed against a thick floe. A random 
variation ($-1%) in the elastic modulus at each joint in the thin ice sheet was used 
to create unique outcomes in experiments using the same initial configuration of 
ice and parameters. This small variation was sufficient to produce the chaos 
inherent in the ridging process causing the experiments to diverge noticeably by 
the time several blocks had been broken from the parent sheet. The results of 
sets of seven or more experiments, using the same parameters, were averaged to 
remove the large variability between individual ridges. The range of parameters 
used in the experiments are listed in Table 1. 



Table 1. Parameters used in the ridging simulations. 

Parameter Value 

floe thickness 
ice sheet thickness 
ice sheet speed 
elastic modulus 
ice tensile strength (top) 
ice tensile strength (bot) 
pi (ice density) 
pw (water density) 
above water friction 
under water friction 

2 m  
20,25,30,35,40,45,50,60 cm 
6.25,25 cm/s 
100 MPa 
700 kPa 
350 kPa 
920 kg/m3 
1000 kg/m3 
0.4,0.6,0.8.1.0 
0.3,0.6 

Experiments on the Evolution of the Average Ridge Profile -- A second goal of 
the project has been to model the evolution of the average pressure ridge 
profile. Average ridge profiles were constructed by sampling ridge profiles (see 
Figure 3) at uniform intervals during individual experiments. Each profile was 
partitioned into 25-cm-wide vertical sections. The maximum elevation and 
draft of ice in each section was calculated. The difference or thickness in each 
section was averaged by section and time over 200 experiments. The evolution 
of the average profile was measured in terms of the volume (thickness times 
length) of ice pushed into the ridge. The average ridge profile defines the 
change in the local ice thickness distribution in an area surrounding a single 
pressure ridge. 

Modeling - Ice Pile-Up on an Inclined Ramp -- Ice pile-up or ride-up occurs 
when an intact ice sheet is pushed up an inclined surface such as a beach, river 
bank, or offshore structure. The forces exerted by the ice are of interest in the 
design of protective structures. Physical experiments were performed in the 36 
m by 9 m refrigerated basin at the CRREL Ice Engineering Facility. An intact 
sheet of urea doped ice was pushed against an inclined ramp moving with 
constant speed. The ramp, shown in Figure 2, was suspended from a movable 
carriage by load cells. Slots were cut in the ice sheet, ahead of the ramp, leav- 
ing a 25 m long strip of ice slightly narrower than the 120 cm width of the ramp. 
The end of the ice sheet opposite the ramp was left attached. Walls, 30 cm in 
height, attached to the sides and upper end of the ramp were used to confine 
the ice pile. Following each experiment, a grid placed above the pile was used 
to measure the three-dimensional relief of the top surface of the pile. The 
experiments were designed to measure the forces exerted by the ice on the 
ramp, the total energy expended, and the potential energy of the final pile. By 
comparing the potential energy in the final pile to the total energy expended, a 
measure of the energy dissipation was obtained. 
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Figure 2. Diagram of the experimental apparatus consisting of a moving, 
inclined ramp and a stationary ice sheet. 

The experiments used 1% urea doped model ice. The dimensions and material 
properties of the ice sheet and the dimensions of the ramp used in the experi- 
ments are listed in Table 2. 

Table 2. Dimensions and properties of the ice sheet and ramp. 

Parameter Value 

ice sheet width 
ice sheet thickness 
ice sheet speed 
characteristic length 
ice tensile strength (top) 
ice tensile strength (bot) 
pi (ice density) 
pw (water density) 
ramp slope 

An analogous set of numerical experiments or simulations, using a discrete ele- 
ment computer model based on the ridging model described above, are in 
progress. The apparatus dimensions, ice dimensions, and ice properties used in 
the numerical experiments were taken from the physical experiments. 

Findings to Date 

Experiments on Ridginp - Energetics -- The energetics of the pressure ridging 
process depend on various parameters such as the speed, thickness and 



modulus of the ice sheet and the coefficient of friction between blocks. The 
sensitivity of the ridging simulation to these various parameters is discussed in 
Hopkins (1994). The results of experiments using the numerical ridging model 
have shown that the ridging process can be divided into four phases. The first 
phase begins with an intact sheet of relatively thin ice impacting a floe and 
ends when the maximum sail volume is reached. In the second phase the ridge 
keel maintains a triangular shape, deepening and growing in the leadward 
direction. The second phase, shown in Figure 3, ends when the maximum keel 
depth is reached. In the third phase the direction of growth is leadward treat- 
ing a rubble field of more or less uniform thickness. The third phase ends when 
the supply of thin ice is exhausted. The fourth phase is the compression of the 
rubble field between floes. 

Figure 3. A snapshot from a ridging simulation. The ridge in the snapshot 
is in the second stage of growth in which the sail has reached its 
maximum size, but the keel is still growing. 

Experiments with the computer model (Hopkins, 1994) show that friction 
between ice blocks controls the shape of the average ridge profile. The 
underwater friction coefficient controls the slope of the keel through its effect 
on the angle of repose of the ice rubble. The above-water friction coefficient 
controls the volume of the ridge sail through its effect on the force resisting the 
motion of the ice sheet. Since the sail building force is limited by the strength of 
the ice sheet, increasing the friction coefficient, in turn, increases the sail build- 
ing force resulting in a smaller sail and larger keel for a given ice volume. 

The experiments show that the average ridge profile and energetics during the 
first stage are a function of the volume of ridged ice. This is defined as the 
length of lead ice pushed into the ridge multiplied by its thickness. The total 
energy consumed in the ridging experiments with ice of various thicknesses as a 



function of the volume of ridged ice (Hopkins, 1994) is shown in Figure 4. 
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Figure 4: Total energy consumption (megajoules per meter) versus 
volume of ridged ice. The data points are from sets of seven experiments 
with ice of six thicknesses. Equation (1) is plotted within a 95% confidence 
interval. 

The equation plotted in the figure is 

where W is energy consumption in joules per meter and V is the volume of 
ridged ice in cubic meters per meter. This equation was obtained from the 
results of experiments with ice of 20-45 cm thickness using a least squares 
regression. The equation applies to the first stage of ridging, the period before 
the ridge sail reaches its maximum volume. The ratio of the rate of energy 
expended in ridging to the rate of increase in potential energy of the ridge struc- 
ture is important in finite difference models of the Arctic Basin for determining 
the large-scale strength of the ice pack. An expression for this ratio, derived 
from the results of the numerical experiments (Hopkins, 1994), is 

that ranges from an initial value of 12.4 to 14 at 50 cubic meters of ridged ice. 

More recent experiments have studied ridge formation from initiation well into 
the second stage in lead ice from 30 to 60 cm thick. A plot of the average energy 
consumed versus the volume of ridged ice obtained in these experiments is 
shown in Figure 5. 



v o l u m e  o f  Ice 

Figure 5: Total energy consumption (megajoules per meter) versus 
volume of ridged ice. The data points are from sets of ten experiments 
with ice of four thicknesses. 

These results are noteworthy because they show the transition from the first 
stage to the second stage for the various ice thicknesses. The sail building force 
increases with the height of the sail. As the sail grows, a point is reached where 
the strength of the lead ice sheet is insufficient to transmit the sail building 
force. Subsequent growth, directed into the ridge keel, requires less energy. The 
transition point depends on the strength of the sheet that, in turn, depends on 
thickness. 

Experiments on the Evolution of the Averape - Ridge Profile -- The change in the 
ice thickness distribution in an area of the ice pack undergoing compression is a 
function of the changes in the thickness distribution in the areas surrounding 
each individual pressure ridge. The results of 200 individual ridging simulations 
were averaged to obtain the function shown in Figure 6. 
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Figure 6: Change in area of ice in each thickness category in the area 
surrounding a single pressure ridge (from Hopkins, in review). 

The bottom line in the figure shows the area of thin ice (h=0.5f0.25-m) indirect- 
ly destroyed by rubble piled beneath the sheet. This corresponds to the area of 
the ridge to the left of the floe in Figure 3. The lower of the 2 m lines shows the 
area of floe ice (h=2M.25-m) indirectly destroyed by rubble piled on and under 
the floe. The lines above 0 are lines of creation. Each line is offset +5-m2 from 
the previous line for clarity. For example, at a point where the volume of 
ridged ice is 20 m3, about 3.5 m2 of 3 m ice and 2 m2 of 4 m ice have been 
created. The maximum thickness when the volume is 20 m3 is 5 m. Note that 2 
m ice is destroyed on the floe side and created on the lead side. Figure 6 does 
not include the area of thin ice that was converted into rubble. By specifying 
the change in the area of ice in each thickness category, the figure constitutes 
an empirical transfer function or data table that can be used to determine the 
discrete change in the local thickness distribution at a point in the ridging 
process. 

Modeling Ice Pile-Up on an Inclined Ramp -- Twelve experiments were 
performed in the CRREL ice basin (Hopkins, 1995). The experiments were 
generally terminated by the premature failure of the attached end of the ice 
sheet. The forces measured in the experiment are shown in Figure 7. The verti- 
cal force shows the weight of the accumulating ice rubble supported by the 
ramp. The graph of the horizontal force exhibits several periods of gradual 
increase and precipitous decrease. The periods of gradual increase correspond 
to periods when the sheet is pushed smoothly onto the pile forming on the 
ramp. The preciptous drops mark the end of these periods caused by buckling of 
the sheet. 



Figure 7. Force versus time from experiment #1 in Table 3. 

The energy expended in creating the pile was calculated by integrating the 
product of the horizontal force and the carriage velocity over the duration of 
the experiment. The calculation of the potential energy was based on measure- 
ments of the rubble profile using a 10 cm x 10 cm grid laid over the pile. The 
rubble profile and the vertical force were used to calculate the rubble density pi  
that includes porosity. The rubble density was then used to calculate the poten- 
tial energy of the rubble in each cell defined by the grid. The results of all 
twelve experiments are shown in Table 3. 

Table 3: The results of twelve ice pile-up experiments. 

pi 

729 kg/m3 
779 
728 
788 
544 
809 
754 
731 
708 
753 
795 
790 

weight 

6544 N 
2368 
3410 
4782 
2038 
2970 
3578 
5473 
3306 
6500 
5666 
3719 

# 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

duration 

265 s 
110 
145 
220 
75 
105 
137 
200 
130 
275 
215 
175 

W/PE 

7.1 
9.8 
9.3 
7.0 
4.4 
7.1 
9.0 
6.5 
7.6 
6.2 
5.9 
8.9 

Work 

19736 J 
6446 
9316 

12646 
3011 
5410 
9158 

13210 
7869 

14028 
10520 
8743 

PE 

2790 J 
661 

1007 
1806 
692 
767 

1015 
2046 
1038 
2280 
1788 
978 



The average value for the ratio of work to potential energy in Table 2 is 7.4. The 
companion numerical experiments are in progress and will be reported in the 
near future. 

Analysis and Publication Plans 

Immediate plans are to finish the experiments on the energetics of the second 
and third stages of pressure ridging. The following publication will describe that 
work: 

Hopkins, M.A., On the four stages of pressure ridging, in preparation. 

Recent Publications resulting from the SIMI program: 

Hopkins, M.A., On the mesoscale interaction of floes and lead ice, submitted to 
the J. Geophys. Res. 

Hopkins, M.A., The ice pile-up problem: A comparison between experiments 
and simulations, proceedings of the ASME Applied Mechanics Conference, Los 
Angeles, CAI June 28-30,1995. 

Hopkins, M.A., and J.M. Stanley The Energetics of Ice Pile-Up: Physical Experi- 
ments, proceedings of the loih ASCE Engineering Mechanics Conference, 
Boulder, CO, May 21-24,1995. 

Hopkins, M.A., The effects of individual ridging events on the ice thickness 
distribution in the Arctic ice pack, submitted to J. Cold Regions Science and 
Technology. 

Hopkins, M.A., On the ridging of an intact sheet of lead ice, J. Geophys. Res., 
99, C8,16351-16360,1994. 

Hopkins, M.A., The numerical simulation of systems of multitudinous polygonal 
blocks, United States Army Corps of Engineers Cold Regions Research and 
Engineering Laboratory (USACRREL) Report 92-22/1992. 

Hopkins, M., A Discussion of the Numerical Modeling of Sea Ice fidging, 
proceedings of the 9th Conference of the ASCE Engineering Mechanics 
Division, eds. L.D. Lutes and J.M. Niedzwecki, College Station, TX, May 24-27, 
1992. 



Dr. James K. Lewis, Ocean Physics Res. & Dev., 207 S. Seashore Av., Long Beach, MS. 

39560; Dr. Peter J. Stein, Scientific Solutions Inc., 18 Clinton Dr., Hollis, NH. 03049. 

Scope of Modeling and Data Sets 

Data Sets: Three data sets have been generated specifically for the studying thermally- 

induced stresses and fracturing in sea ice. The first data were collected at Resolute Bay, 

Canada, on first-year ice. The data include snow thickness distribution, longwave and 

shortwave radiation, wind speed, and air temperature, and have been combined with ice 

salinity and porosity data collected by Dr. W. Tucker. The data were discussed in Lewis 

et al. (J. Geophys. Res., C8, 16361-16371, 1994). The second data set was collected 

during the fall 1994 SIMI experiment on multi-year ice. The data collected were snow 

thickness distribution and longwave and shortwave radiation. These have been combined 

with a version of the wind speed and air temperature data collected by Dr. J. Overland 

and ice salinity and porosity data collected by Ms. J. Richter-Menge. In addition to the 

above, we have put together data collected during the CEAREX experiment to run test 

simulations. These include snow thickness distribution, longwave and shortwave radia- 

tion, wind speed, air temperature, under-ice noise variations, and ice salinity and poros- 

ity. These data have been described by Lewis (Cold Reg. Sci. Tech., 21, 337-348, 1993; 

J. Acoust. Soc. Amer., 95, 1378-1385, 1994). 

Modeling: Modeling activities have included the development of an enhanced thermody- 

namic model for sea ice coupled with a ice stress model driven by thermally-induced 

strain rates. Enhancements of the thermodynamic model are based on the work of Wade 

(Ph.D. thesis, Univ. Alaska, Fairbanks, 1993). The features of the thermodynamic model 

are outlined in Fig. 1. The model is driven by observed atmospheric variables. 

The thermally-induced strain rates drive the stress model through a non-linear rheology 

relating stress at a given location in the ice to thermally-induced strains, mechanically- 

transmitted strains, and the give of the ice under stress (creep). The specifics of the 

thermal stress model are discussed in Lewis (in press, J .  Geophys. Res.) along with a 

conceptual model of how existing cracks impact the stress state of the ice under the 

assumption that typical flces are too large to bend or twist in response to spatially 

varying strain rates. The features of the stress model are outlined in Fig. 2. Of 



For a given snow cover: 

1) Set surface heat fluxes. albedo, and emissivitv. 

2) Calculate specific heats and thermal conductivities for each vertical level 

i) Functions of ice level temuerature. salinitv. brine volume. and densitv. 

3) Calculate new vertical urofile of temuerature 

i) Calculated imulicitlv. 

ii) Based on a set under-ice water temuerature. 

4) Calculate the change in ice thickness. 

i) Based on meltinglfreezinp due to net heat flux at ice-water interface. 

5 )  Calculate new vertical profile of salinitv. 

i) Brine expulsion if an ice laver is beinn cooled. 

ii) Gravitv drainage if the vertical profile of brine volume is unstable. 

Fig. 1. Basic features of the thermodynamic model. 

particular interest is our attempt to specify the relative quantity of fractures and stress 

relief as the tensile yield strength of the ice is exceeded. Fracturing and stress relief are 

now formulated to be proportional to the amount of existing cracks. This allows us to 

simulate first-year and multi-year ice using the same model by differentiating the two 

ice types based on the extent of existing cracks. With first-year ice, the fractional 

coverage of existing cracks would be small, leading to less fracturing, less stress relief, 

and greater tensile stresses. This is in accordance with observations. 

Findings to Date 

Thermal Forcing - The thermal forcing as deduced from the three sets of observations 

indicate very similar conditions between the fall CEAREX forcing, the fall SIMI forc- 

ing, and the spring Resolute forcing. All three data sets include the passage of cold 

fronts and gradual warming after the fronts. The magnitudes of the net heat losses 

between the three data sets are similar, but the response of the stresses within the ice 

floes were considerably different between the CEAREX and SIMI multi-year ice and the 

Resolute first-year ice. An analysis of the data and other observations (Lewis, et al., J. 

Geophys. Res., C8, 16361-16371, 1994) imply that first year floes have a much higher 

fracture toughness in tension than multi-year floes. The direct corollary to the above 

statement is that first year floes are considerably less flawed than multi-year floes. 



1) Calculate spatiallv-weighted strain rate. 

i) Weighted bv effective elastic moduli 

a) Elastic moduli functions of temperatures. vorosities. and overall strain 

rates. 

ii) Spatiallv-weighted strain rate is modified bv fractional coverage of 

existing cracks for each vertical level. 

2) Calculate new vertical vrofile of stress for a given snow cover. 

i) Creep is a function of stress. temperature. and porositv. 

ii) Elastic moduli is a function of temperature. vorositv. and overall strain rate. 

iii) Iterate to a solution. 

3) Determine anv fracturing during time step for a given vertical level and snow cover. 

i) Tensile vield strength is a function of temperature and salinitv. 

ii) Estimate relative number of fractures. 

a) Modifv bv fractional coverage of existing cracks to get net number of 

fractures. 

iii) Estimate stress relief. 

a )  Function of net number of fractures and amount the initiallv- 

caIculated stress exceeded the tensile vieId strength. 

iv) Estimate under-ice noise. 

a) Function of net number of fractures and location of fractures in the 

vertical. 

4) After stress relief. readiust stresses such that the spatial average is zero. 

Fig. 2. Basic features of the thermal stress model. 

Since existing cracks appear to be a critical factor, theoretical and modeling activities 

have concentrated on how a rheology should quantify the extent of existing cracks in the 

ice and how they impact the overall strain rate within a floe. 

Thermal Stress Modeling - The sea ice rheology based on thermally-induced strain rate 

information represents the ice as a spring that is forced by strains which result from 

thermal and mechanical processes. The equation relating stress and strain rates is 



where ut is the time rate of change of stress, E' is the effective elastic modulus, et is 

the thermally-induced strain rate, (t is a mechanically-induced strain rate, and 7 is the 

strain rate as a result of the viscous creep of a material under stress. The ct term 

reflects strain transmitted throughout the ice as a result of the floe being too large to 

bend or twist in response to spatial variations of strain rates. For ice of thickness H, 

variations in the snow cover result in both laterally as well as vertically varying strain 

rates. These are accounted for in the model by specifying the mechanically-induced 

strain rate in the x direction (relative to a fixed coordinate system on the floe) as 

L H L H 
rt = $ [ J  E' (et - 7)(l - 2 N )  d z ]  dy/ $ $ E ' d z d y ,  

-L 0 -L 0 

where 2L is the extent of the horizontal variations of the snow cover thickness and N is 

the fractional coverage of the cracks (whether continuous or not) in the horizontal at a 

depth z in the ice. The stress in the y direction is calculated as above except the inte- 

grals are with respect to z and x. Explicit in the above expression is the assumption that 

the ice under all thicknesses of snow cover have the same relative fraction of existing 

cracks, namely N. 

As N increases, the stress in between existing cracks will be enhanced (Lewis, in press, 

J. Geophys. Res., 1995). For young, nearly flawless ice floes, N will tend to be small. 

As a result, there would be little stress enhancement due to existing cracks. Thus, we 

would expect such floes to require greater levels of tensile stresses to induce fracturing 

than floes which are more flawed (e.g., older floes). 

Before we can use the above expressions to model the stress state of a flawed ice floe, 

we must first specify a fracturing paradigm. This is required since any fracture results 

in some reduction of the stress that caused the fracture. Our fracturing paradigm speci- 

fies the tensile yield strength of the ice uteri as a function of the salinity and tempera- 

ture of the ice at a given vertical level and snow cover. Based on the assumption of no 

bending or twisting, we assume the any stress enhancement at the tips of a flaw extends 

horizontally only 10% of that predicted for a theoretical elliptical flaw in an infinite ice 

sheet. For a crack with a horizontal extent of R,  this becomes R/10 on either side of 

the crack. Assuming that the ice will fracture a distance of R/10 on both sides of an 

existing crack allows us to estimate a relative number of fractures at a given vertical 

level for a given time step: 



Relative Number of Fractures = ae x N/0.833. 

where a, is the yield strength exceedence, a - aten where a is the predicted tensile 

stress. If there are enough existing cracks to cover 83.3% of an ice layer (N = 0.833), an 

episode of tensile fracturing would increase the extent of the cracks by 20% (10% on 

each side), and, under our assumptions, this would extend the existing cracks to a frac- 

tional coverage of 100%. Thus, N = 0.833 would result in the maximum number of 

fractures. As N becomes smaller, fracturing at the tips of existing cracks still occurs (as 

long as the predicted a exceeds aten), but the relative amount reduces linearly with N. 

The dependence on ae accounts for the fact that more individual fractures could occur 

during a given time step larger rates of increases in tension. 

Studies indicate that stress relief during fracturing should be based on the degree to 

which the model-predicted stress exceeds the tensile yield strength of the ice (Lewis, J. 

Acoust. Soc. Am., 95 (3), 1378-1385, 1994). Simulations based on the CEAREX obser- 

vations suggest a reduction of the calculated tensile stress a due to stress relief of 

where a is in Pascals. Thus, if the forcing is significant for a given time step (a  - aten 

large), a larger amount of fracturing should occur, and the stress relief is greater. In 

addition, the stress relief has to be dependent on the amount of existing cracks, and thus 

N/0.833 is included in the above expression. With these two expressions for fracturing 

and stress relief, we can simulate first-year and multi-year ice using the same thermal 

stress model by differentiating the two ice types based on the extent of existing cracks. 

This technology was used to simulate thermally-induced stresses during CEAREX. Fig. 

3 shows the observed and model-predicted stresses near the center of the main multi- 

year CEAREX ice floe. The observed stresses can be predicted relatively well assuming 

that the top third of the floe has N = 7096, the middle third has N = 80°h, and the bot- 

tom third has N = 50%. Using the same variables, the stresses during the fall SIMI 

experiment were simulated, and these are shown in Fig. 4. 
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Fig. 3. observed and model-predicted stress during CEAREX. 



Analysis and Publication Plans 

We plan to use observed under-ice noise data to refine the thermal stress/fracturing 

model. Noise variations at 500-1000 Hz should correspond well to thermally-induced 

fracturing. We will study how the acoustic energy propagates through the ice down and 

through the water column. It is already known that, for a given frequency and ice 

thickness, fractures at certain depths within a floe generate little sound in the water col- 

umn. This information will be used to refine the formulation of fracturing and stress 

relief when the tensile yield strength is exceeded. This work will lead to studies of 

under-ice noise variations as a means of studying and monitoring climate variations. 

The following is a list of publications resulting from the SIMI program: 

"A model for thermally-induced stresses in multi-year sea ice". J. K. Lewis, Cold Reg. 

Sci. Tech., 21, 337-348 (1993). 

"Relating Arctic ambient noise to thermally-induced fracturing of the ice pack". J. K. 

Lewis, J. Acoust. Soc. Am., 95 (3), 1378- 1385 (1994). 

"Observations and modeling of thermally-induced stresses in first-year sea ice". J. K. 

Lewis, W. W. Tucker and P. J. Stein, J. Geophys. Res., 99(C8), 16361-16371 (1994). 

"A conceptual model of the impact of flaws on the stress state of sea ice". J. K. Lewis, 

in press, J. Geophys. Res. (1995). 
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resistance method and by using the natural electromagnetic emission from cracks. The 
experiments were performed on square plate samples. The samples had been isolated from 
the surrounding ice sheet and were kept from refreezing during the tests. To cut these full- 
thickness samples a sled-mounted, motor-driven saw was used, although a ditchwitch was 
hired to cut the largest sample. The sample size varied from 0.5 m to 30 m on a side. The 
loading system was developed by John Dempsey and Robert Adamson (Clarkson 
University, Potsdam, N.Y.) and employed a computer-controlled flatjack loaded with 
nitrogen gas. The flatjack was inserted into a precrack with a length of about 113 of the 
sample length. The loading time was varied from a few seconds to tens of minutes. The 
details of the mechanical setup will be published elsewhereg. 

The sea ice at the site was strongly aligned and had a columnar structurelo. The ice 
thickness in November was 0.3-0.35 meter and in March 1.36 meters. The temperature 
profile ranged from -1 .8"~ at the ice bottom down to -7.2 to -10.2"C at the ice surface in 
November and -17 to -31.2"~ at the surface in March. Even at the coldest air temperature, 
42"C, the floating ice was quite wet throughout its thickness and contained many liquid 
inclusions: brine pockets and brine channels. This explained the high electrical conductivity 
of the ice, o = 3.10-2 (Qm)-l. Because of the high conductivity, the resistance method was 
used to determine crack velocities in these samples. For the smaller samples (1.0 m x 0.6 
m x 0.1 m) that were cooled down to the air temperature, -35"~,  crack velocities were 
determined by means of the natural electromagnetic emission. 

Resistance Methd -- The idea that crack velocity can be determined by measuring changes 
in the impedance induced by cracks was first applied by Carlssonll to study fast cracks in 
metals. Later this method was referred to as the "autoresistance method"*l1*. The ideology 
of the method is very simple. A propagating crack changes the electrical resistance of the 
sample and the resistance is recorded as a function of time. The crack length can then be 
recovered from the electrical data using a calibration curve of resistance versus crack 
length. The calibration requires either theoretical analysis of electrical boundary conditions 
of the sample or experimental modeling. 

To detect changes in the sample resistance a bridge type circuit was used, see Figures 1 and 
2. The resistance signals were stored in a digital oscilloscope (Tektronix 2431L) and in a 
computer. The 200-MHz oscilloscope is capable of continuously recording 4084 points of 
a signal with high time resolution of up to 10 ns. The acquisition board DAS 16F 
(Metrabyte) together with an IBM-compatible computer can continuously record a signal at 
the acquisition rate of 4 kHz for more than 1.5 hours; therefore the computer-based 
acquisition system was used in recording responses from multiple cracks and microcracks. 

The equipment was calibrated in a set of experiments in which ice was replaced with a 
poorly conducting liquid, sea water was substituted with metallic foil, and a crack was 
simulated by a dielectric plate. Once the calibration curve is obtained the crack length can be 
recreated as a function of time. The designed computer code performs this routine 
automatically. 

Electroma~netic Emission Method -- In natural polycrystalline ice there is an intrinsic 
electric field due to the nonuniform distribution of impurity ions5. In freshwater ice the 
concentration of impurities has a maximum at each grain boundary and the intrinsic electric 
field oscillates spatially from grain to grain7. In natural sea ice the salinity concentration 
changes vertically; this produces a more uniform intrinsic electric field. As a crack crosses 



Measurements of Crack Velocity in Sea Ice Using Electromagnetic 
Techniques 

Dr. Victor Petrenko (P.I.) and Mr. Oleg Gluschenkov, Thayer School of Engineering, 
Dartmouth College, Hanover, NH 03755 

Scope of Model and Data Set 

To study crack dynamics in sea ice, high time-resolution measurements of ice electrical 
resistance and electromagnetic emissions from cracks were used. The sample dimensions 
ranged from 0.05 to 30 meters. In laboratory-grown freshwater ice, crack velocities varied 
from a few hundred to 1000 meters per second ( d s )  while in natural sea ice, crack velocity 
was very low, about 10 m/s. This remarkable difference in crack velocities is likely due to 
the dynamic resistance of unfrozen water in brine pockets and channels and to the high 
ductility of sea ice. It was found that cracks propagate in ice discontinuously owing to the 
strong interaction with such microstructural elements as liquid inclusions and grain 
boundaries. The high sensitivity of the method used allowed us to detect nucleation of the 
very first microcracks. 

Previous Results -- Geophysical ice is a very complex material. It may have a granular or 
columnar polycrystalline structure, in which single crystals may be oriented along a 
particular direction (aligned columnar ice)l2. In addition, saline sea ice is saturated with 
liquid inclusions, so-called brine pockets and brine channels. The overall content of the 
brine in a sea ice sheet is a function of ice temperature and ~alinit-yl.~. 

The first report on the velocity of unstable cracks in freshwater ice was published by Sato 
and ~akahama3 in 1992. According to their paper, the terminal velocity of unstable cracks 
in freshwater ice is about 1100 d s .  In 1987 Parson et a1.4 published the results of field 
measurements in which they claimed that the average velocity of an unstable crack in saline 
ice is only 20 d s .  To resolve this controversy new, inexpensive and reliable methods for 
crack velocity measurements are needed. These methods should be equally reliable under 
field and laboratory conditions. 

In 1992 ~etrenko5 proposed the use of natural and stimulated electromagnetic emission 
from cracks in ice as the method for crack velocity determination. Fifolt et a1.6 used this 
idea to measure the velocity of ice cracks in the laboratory. Later, Gluschenkov and 
Petrenko7 applied this method to estimate the velocities of natural thermocracks in lake ice. 
According to these studies, the velocity of cracks in ice varied from several hundred to 
loo0 d s .  

This report presents the results of field experiments on sea ice near Barrow, Alaska during 
the winter of 1993-94. Crack velocities were detected by measuring natural electromagnetic 
emission and ice impedance. The determination of crack velocity by measuring the change 
in the sample impedance induced by a crack is known as the autoimpedance method*. 
These methods, coupled with a high-speed data acquisition system and an advanced noise 
filtering system, enabled us to monitor small changes in the crack velocity and to detect the 
appearance of microcracks under cyclic loading. We found that: 1) crack velocities in 
natural sea ice are indeed very low, only 10 m/s; 2) cracks likely propagate in sea ice with 
numerous jumps and stops, as if they strongly interact with microstructural features. 

Ice Samples -- Two sets of field experiments were conducted at Barrow, Alaska in 
November, 1993 and March, 1994. The crack velocities in saline ice were measured by the 



prepolarized ice, an electromagnetic field is generated (electromagnetic emission) at 
frequency f: 

where d is either an average grain size or a crack length for the uniform intrinsic field and v 
is the crack velocity. After crack arrest the electromagnetic emission decays with the ice 
dielectric relaxation time5-7. Such electromagnetic emission, measured either locally with 
contacts attached to ice or remotely with a dipole antenna, can be used to determine v if one 
knows the average grain size of ice or the crack length. This technique is suitable for ice 
with low conductivity, such as freshwater ice or saline ice at temperatures below -30°C, 
which behaves mainly as a dielectric. 

The electromagnetic emission was captured by a 6-meter dipole antenna connected to a 
preamplifier, Figure 3. All electromagnetic emission signals captured from cracks were 
stored in the oscilloscope. The ice samples were cut from the sea ice sheet and cooled in the 
air for about 24 hours, down to the ambient temperature of - 3 5 " ~ .  The cracks were 
produced in three-point bend geometry. The crack planes were perpendicular to the intrinsic 
electric field originating from the salinity gradient in the ice. 

Findings to Date 

The methods described above allowed us to monitor a crack each time it appeared. All the 
signals of the same nature were very similar. A typical "autoresistance" signal from a final 
through crack (Figure 4) has two distinctive areas: the crack propagation area and the area 
affected by the conducting sea water. It is clear that the part of the signal associated with a 
propagating crack is not affected by the conducting sea water, which enters the crack later. 
A typical electromagnetic emission signal (Figure 5) shows the region of crack propagation 
and the relaxation of the signal after crack arrest, as was predicted13 and observed in the 
laboratory6. 

The "autoresistance" signals have been converted to crack length versus time curves by 
using the experimental calibration method described above. The crack length versus time 
profile (Figure 6) is similar (except for absolute values) to those that were calculated for 
double cantilever beam specimens14. The high resolution of the resistance method allows 
us to distinguish oscillations in the velocity at a small scale (see the insert in Figure 6). 
Figure 7 depicts the spectra of both electrical noise and crack velocity. It is clear that the 
velocity oscillations are caused by natural factors and not by electrical noise. These velocity 
oscillations are likely due to an interaction between the moving crack and the ice 
microstructure. However, there may be another explanation for the oscillations: the 
electrical conductivity of sea ice is discontinuous due to the existence of brine inclusions, 
and this discontinuity may produce the signal oscillations when a crack passes by. 
According to Weeks and Ackleyl, the distance between brine pockets is about 1 rnrn. Then 
for a crack velocity of 10 d s ,  oscillations on this scale should be about 10 MHz, which is 
far beyond the frequency range of Figure 7. 

The average crack velocities are summarized in Table I. These velocities are extremely low: 
10-20 d s .  This is only 0.0024-0.0048 from the longitudinal sound velocity in ice, v, = 
4200 ds15. The maximum crack velocities measured in other materials appear to be 
between 0.1 and 0 . 5 - ~ , ~ ~ ~ ~ 6 .  Only in very cold ice samples were the crack velocities 
comparable with crack velocity measured in freshwater ice697. Possible explanations of this 



Table I. Crack velocities in f i i  

Sample size, Temperature 
m at the ice surface 

"C 

1.5~1.5~1.4 -19.7 

3.0~3.0~1.4 -22.3 

3.0~1.4~1.4 -22.3 

3 . 0 ~ 3 . 0 ~  1.4 -20.6 

2 . 0 ~ 2 . 0 ~  1.4 -25.3 

2.0~1.1~1.4 -25.3 

3 0 ~ 3 0 ~ 1 . 4  -31.2 

0.5~0.5~1.4 -31.2 

2.4x2.4x0.3 -7.4 

EME = electromagnetic emissior 

rt-year sea ice, Barrow, Alaska, November 1993, 
March 1994. 

Crack 1 Loading I Type of I Crack 1 

I I 

I to (Oool) 1 I EME 1 285 
; N/A = not available. 

fact may be either freezing of all brine inclusions in the ice at temperatures below the 
waterhalt eutectic temperature, -22"~, or a decrease in plasticity of saline ice at such a low 
temperature. 

Analysis and Publication Plans 

The previous work on crack velocity in sea ice by Parsons et al.4 attributed the low crack 
velocities to the existence of a large plastic process zone around a crack tip in saline ice. 
The authors argued that the plastic zone in saline ice is three orders of magnitude higher 
than in other tested materials; therefore they expected a very low crack velocity. It is 
possible that the plasticity can play a certain role in the phenomenon, but how big is its 
influence? We think that such an influence cannot be cardinal because cracks in warm 
freshwater ice, which is a bit less plastic than its sea counterpart, behave in an absolutely 
ordinary manner. The terminal crack velocity in this ice is about 0.28 of the sound 
velocity3*6. 

We propose another possible explanation of very low crack velocity in sea ice: the dynamic 
effect of liquid inclusions on a rapidly moving crack. The fact that resistance of brittle 
solids to the propagation of cracks can be strongly influenced by microstructure and by the 
use of various reinforcements is well known. For instance, the incorporation of small 
ductile metal particles into a brittle ceramic considerably increases its fracture toughnessl7. 
The effect produced by a liquid on a static crack has been considered by M. ~achanovl8. 
He pointed out that the liquid can cause a significant toughening effect. 



First-year sea ice contains many liquid inclusions. They are so-called brine pockets and 
brine drainage channels112. Under slow, stable crack propagation the brine has almost no 
effect on crack resistancelg. However, in our opinion, an unstable, rapidly moving crack 
may be very sensitive to the liquid inclusions since the bulk tensile strength of liquids is 
extremely high. For example, the theoretical value for water lies in the range of 0.1-1 
G P ~ ~ O  while the tensile strength of ice ranges from 0.7 to 1.5 MPa21. This makes it 
unlikely that a crack can disrupt liquid by destroying its intrinsic cohesion. To propagate 
further the crack instead moves the entire liquid inclusion from its path. This produces large 
inertia effects and crack suspension. During the collision a crack and a liquid inclusion act 
on each other with high-impulse forces. These forces produce a high negative pressure 
inside the liquid. The pressure will be the same at each moment in time in the whole liquid 
inclusion if the velocity of sound in the liquid is much higher than the crack velocity. Thus 
we have a shielding or cohesive zone ahead of the crack tip with characteristic length ro 
(liquid particle diameter), and impulse pressure P. The impulse pressure P can be roughly 
evaluated as pfv2, where pf is the density of the liquid and v is the crack velocity. In this 
case the increase in crack resistance AR due to the liquid inclusions is given by: 22 

where f is the area fraction of the liquid inclusions along the crack plane. The area fraction 
of reinforcements along the crack plane, f, can be approximated with the average brine 
volume, vb, if brine pockets and brine drainage channels are primarily aligned along the 
crack surface. The value of vb varies from 0.02 at the surface of ice to 0.12 at the 
bottom23~~~; we shall use f = 0.02. The average diameter of brine pockets is 0.1-0.3 mm, 
whereas the average diameter of brine drainage channels is 1.0-10 mm1.2; let us take ro = 

0.3 mm. Then pf is the density of brine = lo3 kg/m3. Letting AR be equal to the static 
critical energy release rate Gc = 1 ~/ml9 we can obtain the crack velocity v = 13 4 s .  This 
rough estimation shows the importance of considering the liquid inclusions. 

At present, however, we do not have an exact answer to the question: what mechanisms 
control crack velocity in saline ice? The arguments in favor of a particular specific 
mechanism require much more experimental data and theoretical modeling. 

In the near future we are planning a joint data analysis with John Dempsey and David Cole. 

Publication plans: 

1. Gluschenkov, 0. and Petrenko, V. (1995). An investigation into the interaction between 
propagating cracks and microstructure of ice. Application of elecmcal methods to crack 
dynamics. Proceedings of the Fall Meeting of MRS, Boston, MA, November-December 
1994 (In press). 
2. Petrenko, V. F. and Gluschenkov, 0. V. (1995). Crack velocity in freshwater and 
saline ice. Journal of Geophysical Research. 

Following is a list of our resent publications resulting from the SIMI program: 

1. Gluschenkov, O.V. and V.F. Petrenko (1993) Remote sensing of damage in ice using 
electromagnetic emission from cracks: theoretical background and preliminary 
experimental results. In Ice Mechanics, edited by J. P. Dempsey et al. New York: 
American Society of Mechanical Engineers, pp. 97-1 12. 



2. Fifolt, D.A., V.F. Petrenko and E.M. Schulson (1993) A preliminary study of electro- 
magnetic emissions from cracks in ice. Phil. Mag. B, 67, pp. 289-99. 

3. Petrenk0,V.F. (1993) On the nature of electrical polarization of materials caused by 
cracks. Application to ice electromagnetic emission, Phil. Mag. B, 67, p. 301-315. 

4. Petrenko, V.F. and Schulson, E.M. (1993) Action of electric fields on the plastic 
deformation of pure and doped ice single crystals. Philosophical Magazine, A 67(1): 173- 
85. 
5. Petrenko, V. F. (1993). Electromagnetic emission from cracks in ice. Bulletin of 
American Physical Society, 38(1), p. 791. 
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Figure 1. Schematics of the field experiment, resistance method; Alaska, 1993-1994. 
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Figure 2. Bridge circuit for ice resistance measurements. 
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Figure 3. Schematic of signal detection system used in remote sensing of 
electromagnetic emission from cracks in a sea ice sheet. 



Figure 4. Typical "resistance" signal 
from a long crack. Area I corresponds to 
the crack propagation; area II shows the 
effect of sea water, a conductor, 
penetration into the crack. 
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Figure 5. Electromagnetic emission 
from a crack in sea ice. The crack was 60 
cm long and 10 cm wide. Area I shows 
the crack propagation and area II 
corresponds to the relaxation of 
electromagnetic fields generated by the 
crack ajfter crack arrest. 

Figure 6. Crack length vs. time for the 4th sample in Table I. The value I is the length 
of the unstable part of the crack. The acquisition rate is 10 kHz. 



Figure 7. Fourier amplitudes electrical noise and crack velocity signal for the 2nd sample 
in Table I .  



Constitutive Equations and Fracture Models for Sea Ice 

Co-PI'S: Dr. Gregory Rodin and Dr. Richard Schapery 
Graduate Students: Mr. Khaled Abdel-Tawab and Ms. Lu Wang 

Scope of Model 

The research is concerned with the development of mathematical models for sea ice 
that  describe its deformation and fracture behavior. This summary of work-to-date 
is divided into two parts: (1) linear elastic and viscoelastic deformation behavior of 
coh~mnar polycrystals and (2) nonlinear and fracture behavior of polycrystals. Each 
part is discussed separately under major headings for the report.. 

1. Linear Deformation Behavior 

Elastic Model: Elastic moduli and local crystal stresses for columnar, polycrystalline 
sea ice have been predicted in terms of single crystal properties using an analytical, 
averaging approach called the self-consistent method. In this method, the number of 
grains or crystals is assumed to be large, so that the polycrystal behaves as a homo- 
geneous continuum. Anisotropic propert,ies of the polycrystal are predicted explicitly 
in terms of the distribution of c-axis orientations. Although an existing method of 
analysis is used, its implementation for anisotropic sea ice has required a considerable 
amount of new development because earlier work has been limited to isotropic ice. 
For comparison, upper and lower bounds on elastic constants were found by standard 
energy-based bounding methods. These results for elastic behavior provide the equa- 
tions needed to predict viscoelastic behavior. 

Figure 1 is a schematic of columnar ice, in which the c-axis for all crystals is in the 
horizontal plane. The coordinat,e systems for the polycrystals (x-y-z) and each crystal 
(sl, x2,  x3) are shown in Fig 2; note that the x-axis is the column axis, and thus would 
be a vertical axis in Fig 1. We have developed equations for anisotropic columnar ice 
and the special case of transversely isotropic (S2) ice, both in terms of single crystal 
properties. 

Anisotropic columnar ice is a monoclinic material, in which the column axis is the axis 
of symmetry. Referring to  Fig 2, the stress-st,rain equations for the polycrystalline 
aggregate may be written in terms of moduli Li j ,  



a x  = Lllcx + L 1 2 c y  + L13ez + L 1 4 ~ y z  

f l y  = L12ex + L22ey + L 2 3 e z  + L 2 4 Y y z  

0, = L 1 3 t x  $ L 2 3 ~ y  + L 3 3 t ~  + L 3 4 ~ y z  

z = L14ex + L24ey + L34ez + L 4 4 ~ y z  

x = L 5 5 ~ x z  + L 5 6 ~ x y  

x = L 5 6 ~ x z  + L 6 6 ~ x y  

or in the inverse form using compliances Mij = [ ~ i , ] - ' ,  

ex = M I I O ,  + M120, + M13a, + M 1 4 ~ y z  
t y  = M12aX + M22oy + M230z + M 2 4 ~ y z  

€ 2  = lv13ox + M23oy + M33gz + ~ ! I ! ~ ~ T ~ ~  

Y y z  = M140x + M24oy + M34az + M 4 4 ~ y ,  
Y x z  = M 5 5 7 ~ ~  + M56rxy 

Y x y  = n / f 5 6 ~ ~ ~  + M66'Txy @ I  
Observe that there are thirteen independent elastic constants. 

For comparison with experimental results, it is helpful to relate the compliances to 
the so-called engineering constants consisting of Young's' moduli, Poisson's ratios and 
shear moduli. Specifically, the Young's modulus Ex and two Poisson's ratios u,, and 
u,,, which are defined using loading in only the x direction, are obtained from Eq (2) 
after setting a, = a, = ry, = 0; thus 

The Young's modulus E, and Poisson's ratios uyx and u,, are defined similarly using 
loading in only the y direction, while the Young's modulus E, and Poisson's ratios 
u,, and u,, are defined for loading in only the z direction. The shear modulus G,, is 
defined by applying shear stress r,, only, 

and G,, and G,, are defined similarly. 



Employing the xi coordinate system in Fig 2, the stress-strain equations for a single, 
hexagonal crystal are 

where C66 = (C1l - C12)/2. 

A crystal or grain, with the elastic constants in Eq (5), is assumed to be a circular 
cylinder with its axis parallel to the x-axis. Each one is assumed to be embedded in 
an infinitely large, monoclinic continuum whose elastic moduli are initially unknown, 
but they are those of the polycrystal. The moduli in Eq (1) are then predicted from 
a set of equations that result when the volume average of the stresses in all crys- 
tals is equated to the stresses applied to a macroscopically homogeneous polycrystal. 
This approach is called the self-consistent method. The equations employed in this 
analysis have also been used to predict average stresses in each crystal as a function 
of c-axis orientation. When extended to viscoelastic behavior these stresses provide, 
for example, an indication of how creep behavior influences the stresses and thus the 
tendency for microcracking. 

Viscoelastic Model: Creep of single crystals of freshwater ice occurs most readily 
along basal planes. This behavior is accentuated for sea (saline) ice because of the 
concentration of brine pockets on basal planes. This observation has been used in 
extending the elastic polycrystal model to linear viscoelastic behavior by means of 
the elastic-viscoelastic correspondence principle. St,art,ing with elastic solutions and 
creep properties assigned only to shearing along the basal plane for each individual 
crystal, a mathematical model for polycrystal response to arbitrary applied stress 
histories has been developed. It has been used to predict strain response to constant 
stress (creep), constant stress rate and cyclic (sinusoidal) stressing. 

The constit,l~t,ive equations for viscoelastic behavior are similar to the elastic equa- 
tions, except convolution integrals appear. For example, to characterize creep on the 
basal plane, the fourth equation in Eq (5) becomes 

t d ~ 2 3  

r23 = J _ _  ~ , , ( t  - tl)-dtt 
dt' 

where C44( t )  is a (time-dependent) shear relaxation modulus; it is equal to T ~ ~ / Y ~ ~  

when 723 is applied at t  = 0 and then held constant. For comparison with experi- 



rnent,al behavior, t,he invcrse for111 of Eq (6) is better, 

in which D44jtj is a creep compliance; it is equal to y Z 3 / r Z 3  when ~2~ is applied at, 

t = 0 and held const,ant thereafter. If all significant single-cryst,al creep is due to  
basal-plane shearing, then one uses au equat'ion identical t,o Eq (6)  or ( 7 )  to  relate 
7-1~ and -q3, while all other stresses and st,rair~s for tlhe single crystal are related using 
t,hc clastlic con~ t~an t s .  

I?,xt,ensio~~ of Eqs i 1 )  and (2)  lo viscoelastic behavior llsing t,he e1ast.i~-viscoelastic 
correspondence principle leads t,o a representation in which convolut.ion integrals (in 
t,erms of thirt.een relaxation moduli or creep compliances) appear in place of the t,hir- 
teen elastic const'ant's. In general, all t,hirt,een are affected by basal-plane creep: but' 
only some are significantly affect,ed. lVith the convolution int,egrals, response t,o ar- 
l~ i t~rary  st'rcss or st,rain input histories may be easily predicted. 

2. Nonlinear and Fracture Behavior 

Brittle Fracture: 111 brit,tle fracture t'est's, ice behavior ma,y he significantly affected 
bv coarse grains whose diamet,er usually exceeds 1 mm. Namely, crack growt,h ob- 
served in the lab shol~ld be viewed as a sequence of increments whic11 involve single 
cryst,als rat,her tllan continl~ous propagat,ion throllgh a quasi-homogeneous body, as it 
is done wit11 converlt,ional materials. Central t o  our approach is t.he classical formal- 
ism of Eshelby and Rice whicfi allows us to  properly identify t,hermodynamic forces 
consistent with Griffith's fractl~re criterion. 

Creep Model: In many experiments ice undergoes pri~rlary creep. This phenomenon 
-- 

has been modeled in the linear range using thc vis~oelast~ic model described al~ove, 
and in t,he nonlinear range using tthe concept of back stress. Alt'hough the matthe- 
rnat,ical st,ruct,ure of equations is sirnmilar t,o t'hat proposed by Ashhy and Duval, our 
irrterpret.ation is hased on t'he Ba,iley-Orowan collcept ratthcr t,han the not,ion t,hat. t,he 
deior~rlat.ion is cont,rolled by a 11011-basal slip system(s). The  nonlinear model was 
compared wit11 rxperiments reported in the lilerat'ure, and implement,ed as a user- 
drfiiled suhroi~t,ine in t,he finite element program ARAQII'S. In addition to primary 
crcep, we are in t,he process of developing a. model for lert,iary creep microcracking. 
'This rnoclel reflect's experirne~ltal result,s of Gold and Zaretsky. 

lnel as t,ic Fra,ct,urc Ibloclel: Using the aforemcnt,ioned crcep models i11 ABAQ US, we - 

have studied t ' l ~e  rat,(!- dependence of t'he apparel~t  fract,ure t'oughness and crack tip 
crcep zones. To this end, we considered specimens srlbjected to  a remot'e stress field 



defined by the opening-mode stress intensity factor, K I ,  as well as laboratory speci- 
mens used by Dempsey and co-workers. 

Findings To-Date 

1. Linear Deformation Behavior 

Elastic Model: Predictions for both granular (isotropic) and anisotropic columnar ice 
have been complet,ed. Emphasis has been on developing and applying the t,heory for 
anisotropic columnar ice, which is a commonly occurring form of sea ice. In this case 
the c-axis is in the plane of the ice sheet. Considering several different distributions 
of c-axis orientations, all anisotropic moduli have been predicted as a function of the 
basal plane shear modulus, C4+ The range of Cq4 extends from its value for elastic, 
freshwater ice to zero. This range is needed in order t,o predict viscoelastic behavior 
of saline ice, allowing for extensive creep and other significant amounts of softening 
due to brine pockets. Figure 3 illustrates the effect of C44 on the in-plane Young's 
modulus (E, or E,) for t,ransversely isotropic (S2) ice. 

Average stresses within individual cryst,als have been found. Consider, as an exam- 
ple, S2 ice subject,ed to a uniaxial compressive stress a,. When Cq4 is very small 
the maximum local compressive and tensile stresses are -1.5 1 a, 1 and 0.5 1 a, 1 ,  
respectively. They act in the y-z plane and are parallel t,o and perpendicular to the 
y-axis, respectively; the latter stress may cause microcracks whose planes are parallel 
to the applied stress direction. 

Viscoelast,ic Model: Starting with elastic solutions and creep properties assigned only 
to shearing alor~g t,he basal plane for each individual cryst,al, a mathematical model 
for poly crystal response t,o arbitrary applied stress histories has been developed, as 
discussed above. 

Creep data for S2 saline ice loaded unia,xially in the isotropic plane were provided by 
David Cole, and they were used to check the theoret.ica1 model. The experimental 
strain exhibits power law, primary creep behavior, t tn .  By curve-fit.ting the data 
the exponent was found to  be approximately 0.5: as shown in Fig 4. This value of 
the exponent is predicted by our model when the basal plane exhibits simple viscous 
creep. Namely, if the single crystal creep compliance is of t,he form D44 = Dll, then 
the polycryst,al creep obeys a power lam wit,h n .v 0.5. Mechanical interactions be- 
t,ween individual crystals wit,hin a p~lycryst~al convert t'he single-crystal viscous creep 
to viscoelastic creep (n  < 1) for t.he polycrys1,al. 

The value of n = 0.5 is for S2 ice. For other types of columnar ice the predicted 
exponent is different. Figure 5 shows the exponent for a class of orthotropic, colum- 
nar ice, which illustrates one set of results obtained. A discrete distribution of c-axis 



orientations was used to illust,rate their effect. Specifically, an equal number of c-axes 
are oriented in the y-z plane a t  0' and &OO, relative to the y-axis. When 8 = 60°, 
the polycrystal behaves as S2 ice, with n -- 0.5. The several different curves are 
for different amounts of creep and brine, as defined by basal plane shear modulus, 
Cq4 divided by tha t  for elastic, freshwater ice; this ratio is designated in Figure 5 as 
"Normalized Cq4." Observe that  the exponent is relatively in~ensit~ive to the amount 
of creep and brine, but is sensitive to the c-axis orientation distribution. 

2 .  Nonlinear and Fracture Behavior 

Brittle Fracture: At this point, we have developed a good understanding of how 
coarse grains influence the induced crack tip fields. Our findings are summarized as 
follows: 

In general, there are two singular elastic crack tip fields. The first one is the 
outer standard field derived from classical elasticity. The second field is inside 
the grain containing the crack tip, and it is consistent with the anisotropy of 
this grain. 

Only the inner, anisotropic singular field is consistent with Griffith's fracture 
criterion. 

The intensity of the anisotropic field is essentially controlled by the grain con- 
taining the crack tip. 

To determine the intensitmy of the anisotropic field it is sufficient to  analyze a 
homogeneous ailisotropic specimen whose elasticity t,ensor coincides with that  
of the grain cont,aining the crack tip. 

The  apparent fracture energy is a strong function of the orientation of the grain 
containing the crack tip. It may vary by a factor of four from specimen to 
specimen. 

Under a broad range of loading conditions, all of the above findings are relevant 
to  structural ceramics, not just ice. 

Inelastic Fracture Models: We have carried out a series of computations in which we 
have determined the loading rate effect on the apparent fracture toughness. Represen- 
tative results are shown in Figure 6 in the form of a function KIq(kI) a t  T = -10C. 
In addition, we have found that  the crack tip nonlinear creep zones are significantly 
larger than those predicted by Riedel and Rice, and appear to  be in agreement with 
those observed in fracture experiments by Dempsey and co-workers. Furthermore, it 
appears that a typical fracture toughness test performed in the laboratory satisfies 
small-scale creep conditions for fresh-water ice but not for saline ice. 



Analysis and Publication Plans 

At this point, we have developed an analytical/computational infrastructure which 
allows us to coordinate our effort with the laboratory and field experimental activities 
of David Cole a t  CRREL and John Dempsey at Clarkson. Appropriate arrangements 
for the joint effort have been made. Assisted by the laboratory and field results, the 
existing models will be further verified and refined, as necessary, and then used to  
design more definitive experiments, so that it will be possible to establish improved 
guidelines for constitutive and fracture testing of ice. Also, as additional experimen- 
tal results become available, single crystal models will be improved and a realistic 
analysis for ice plates with property gradients will be developed. 

Two papers are in preparation for the Ice Mechanics-95 Symposium at  the ASME- 
AMD-MD Summer Conference, June 28-30, 1995, IJCLA: 

"Prediction of Elastic and Viscoelastic Properties of Anisotropic Columnar Ice," L. 
Wang and R. A. Schapery. 

"Inelastic Effects in Crack Growth of Fresh-Water and Saline Ice," K. Abdel-Tawab 
and G. J .  R.odin. 

Following is a list of our publications resulting from the SIMI program: 

"Viscoelastic Deforrnatiori Behavior of Ice Based on Micromechanical Models," R. 
A. Schapery, in Ice Ilfechnnics, ASME Publication AMD-Vol. 163, 1993, pp. 
15-33. 

"Stress Transmission in Polycrystals With Frictionless Grain Boundaries," G . J 
Rodin, J. Applied Mechanics, 1995 (in press). 

"The Role of Grain Structure in Brittle and Semi-Brittle Fracture of Polycrystals," 
K. Abdel-Tawab and G. J .  Rodin, submit,ted to  ilcta A&fetallurgica Et Materialia, 
1994. 

"On the Relevance of Linear Elastic Fracture Mechanics to  Ice," K.  Abdel-Tawab 
and G .  .J. Rodin, Int .  J. Fracture, Vol. 62, 1993: pp. 171-181. 

"An Interpretation of the Fracture Toughness Test Results on Ice,"K. Abdel-Tawab 
and G. J .  Rodin, in ICP Mechanics, ASME Publication AMD-Vol. 163, 1993, 
pp. 49-59. 



Fig. 1 Columnar ice structure 
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Fig. 2 Coordinate axes. The x-axis 
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Fig. 3 In-plane Young's modulus for S2 ice. 
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Fig. 4 Creep curves for specimens subjected to repeated constant load, from S2 
saline ice data provided by David Cole. All curves have been shifted to  a 
common time origin. 
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Fig. 5 Creep exponent for in-plane, uniaxial loading of colu~nilar ice having 
0/ + 0/ - 8 /  c-axis orientations. 
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Fig. 6 Fracture toughness vs. applied stress intensity factor rate 



Physically-Based Constitutive Modeling of Ice: Damage and Failure 

Mao S. Wu (P.I.), and J. Niu, Y. Zhang, H. Zhou (Research Assistants), Department of 
Engineering Mechanics, University of Nebraska-Lincoln 

Scope o f  Model 

The focus of this research is to develop physically-based theories of damage and faiIure in 
the ductile- to-brittle transition domain in  which ice realizes its maximum strength. The 
approach consists of a multi-scale hierarchy whereby brittle behavior is studied at the crys- 
tal to meter) and the specimen (10" to 1 meter) scale. See Figure 1. This provides 
a basis for predicting the behavior at the field scale. 
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Figure 1. Physically-based constftutive modeling of ice: hierarchical methodology 



The fundamental problems of failure prediction include: (a) modeling of the statistical 
material heterogeneities (grain and brine pocket sizes, shapes, orientations) which can crit- 
ically determine failure, (b) insufficient knowledge of the physical mechanisms of material 
behavior at various scales and under complex loading conditions, and (c) the challenge of 
developing theoretical and computational methods to describe the physical mechanisms, 
their interactions, the damage produced, the effective properties, and the ultimate failure. 
To overcome these difficulties, the heterogeneity of the microstructure is captured by using 
a graph model. The damage and failure of the specimen are then predicted using three mod- 
els which describe (a) crack nucleation (sub-crystal and crystal scales), (b) crack interac- 
tions (crystal scale), and (c) effective properties and failure (specimen scale). These models 
are identified in Figure 1. 

Domain of Model A~plicabilit~ -- The models are applicable for the following conditions: 
plane strain, temperatures between 0 and -50"C, ductile-to-brittle transition, and uniaxial or 
biaxial loading. The material investigated is S2 ice, i.e., the crystals have random in-plane 
c-axes. The grain size range is 1 to 10 mm. 

Mathematical Model of Microstructure -- A two-dimensional graph model of 'Voronoi' 
polygons (grains) suffices for the type of analysis attempted (see Figure 2). The model is 
generated by distributing randomly a set of grain nuclei in a plane and following the rule 
that each interior point of any polygon is closer to the associated nucleus than all other 
nuclei. In sea ice, a network of pressurized brine pockets of circular can be superimposed 
on'the grains. A random number generator assigns each crystal the orientation of its c-axis. 

I -XI 

Figure 2. Voronoi polygons used to analyze statistical nucleation and failure in S2 ice 



Crack Nucleation Model -- A major theoretical task is to estimate the stress concentrations 
due to various possible physical mechanisms. It  is then possible to obtain a comparative 
study of the most probable mechanisms for nucleating cracks in ice. Three possible mech- 
anisms that have been investigated: (a) elastic anisotropy and thermal expansion anisotropy 
of the grains, (b) pile-ups of grain boundary dislocations (GBDs) at triple points, and (c) 
the presence of brine pockets. All three mechanisms are related to the microscale heteroge- 
neities: grains, dislocation groups and brine pockets. 

Due to the elastic or thermal expansion anisotropy, each grain in general deforms differ- 
ently from its neighbors in a polycrystalline matrix (Figure 3). The misfit between grains 
thereby generates stress concentrations and possibly stress singularities at grain comers. In 
the model, these stress concentrations are estimated using the Eshelby technique, and crack 
nucleation is determined using linear elastic fracture mechanics (Wu and Niu, 1994). 

growth 
direction 

Figure 3. Crack nucleation: thermal expansion or elastic anisotropy between randomly ori- 
ented grains generates stress concentrations in the p~lycr~stalline S2 matrix 

The GBD pile-up mechanism is examined by analyzing the interactions between three pile- 
up groups on the grain boundaries around triple points (Figure 4). This mechanism is asso- 
ciated with grain boundary sliding. The nucleation criterion is formulated in terms of the 
energy of the dislocation groups and the energy of a crack wedged open by dislocations. 
The nucleation of small cracks where none existed before is examined using this model 
(Wu and Niu, 1994, 1995~).  The stability of the nucleated cracks is also studied. 
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Figure 4. Crack nucleation: model of the pile-up of grain boundary dislocations around a tri- 
ple point 

Because of their shapes and the pressurized brine in them, brine pockets are sources of 
stress concentrations, which can be estimated by solving a system of integral equations. 
Stress concentrations due to the elastic anisotropy (or thermal expansion anisotropy) mech- 
anism are also present. The two physical mechanisms are analyzed simultaneously (Figure 
5). Crack nucleation initiating from the brine pocket surfaces is predicted using linear elas- 
tic fracture mechanics (Wu and Zhang, 1995). 

Figure 5. Crack nucleation: model of two heterogeneities (brine pockets and grains) in sea ice 



Crack Interaction Model -- In  general, the nucleated cracks do not immediately cause fail- 
ure in  compression. To predict crack instability leading to specimen fracture, it  is necessary 
to compute the interactions between cracks. Two difficulties arise: the presence of kinked 
cracks in compression (i.e., complicated crack geometry), and the calculations of the stress 
intensity factors of interacting cracks with arbitrary locations and orientations. A kinked 
crack consists of a parent crack capable of undergoing frictional sliding and a pair of 
branched cracks. A simplified model in which a kinked crack is replaced by a straight crack 
loaded by two point forces is adopted, and a model of crack interactions based on the super- 
position of crack tractions is developed (see Figure 6, and Wu and Niu, 1995a). 

0; Multiple Crack Problems 

Single Crack Problems 

Figure 6. Superposition scheme for analyzing crack interactions. (a) Multiple cracks, (b) 
Equivalent problem, (c) Single cracks with point forces and crack tractions 

Model of Effective Properties and Failure -- The elastic properties of interest are the effec- 
tive compliance components of the damaged specimen, since they can be used to calculate 
the constitutive behavior of the damaged ice. In the model formulation, the effective com- 
pliance is computed directly from the crack opening displacements of the interacting cracks 
in a material rendered anisotropic by the cracks. Other models of effective compliance such 
as the non-interacting and self-consistent models are available, as used in Wu (1993, 1994). 
Finally, the failure of the specimen is determined by applying the maximum mode I stress 
intensity factor criterion to all crack tips. The computation of the stress intensity factors is 
based on the crack interaction model described above. 



Significant Results 

The significant model results can be divided into three groups: crack nucleation, damage 
accumulation and its influence on effective properties, and complete failure. 

Crack Nucleation -- For Voronoi polygons with no brine pockets, the stress concentrations 
on grain boundaries due to elastic or thermal expansion anisotropy are found to obey Gaus- 
sian distributions. The maximum amplitude on the grain boundary a thousandth of the grain 
boundary length from the triple point is - 0.5 MPa when the remote stress is 1 MPa. The 
small amplitude is due to the small elastic anisotropy of ice crystals. For thermal expansion 
anisotropy, the maximum amplitude is - 8 MPa for a rapid temperature change of -20°C. In 
reality, the temperature change occurs over time and stress relaxations occur so that the 
results for thermal expansion anisotropy are overestimated. 

The small stress concentrations due to the anisotropy mechanisms can generate cracks if 
they are assumed to act on pre-existing crack precursors. Based on a comparative study, the 
GBD pile-up mechanism emerges as a more dominant mechanism. In fact, under compres- 
sion the pile-up mechanism can generate very small stable cracks (- 0.002 of the mean 
grain size) as well as unstable cracks which propagate until they meet the next triple points 
to become boundary cracks. No pre-existing precursors are assumed. The length of the sta- 
ble cracks obeys a Gamma-type distribution with a long tail (Figure 7). The mean and stan- 
dard deviation of the distribution depend significantly on the mean grain size and the 
applied stress amplitude. Furthermore, the ability of the model to predict the crack location 
distribution is critical to failure prediction since the crack locations determine important 
phenomena such as damage localization and crack interactions. 

E = 0.2082 x lo-' 

D = 0.4179 x 

d = mean grain size 

Normalized Crack Length cld 

Figure 7. Probability density of the length of stable cracks (pile-up mechanism) 



The models have also been employed to study crack nucleation in sea ice under uniaxial 
tension. Since the first cracks in tension generally lead to the failure of the specimen, nucle- 
ation defines failure in tension. For this reason, the model results for sea ice are presented 
subsequently when the results for failure are described. 

Damage Accumulation and Effective Compliance -- Damage accumulation can be mea- 
sured by a scalar quantity, i.e., the crack density, which is defined as the sum of the squares 
of all crack lengths divided by the area of the microstructure under consideration. Figure 8 
shows the evolution of the crack density with the applied uniaxial compression for four dif- 
ferent realizations of the random microstructure. An important result is the dependence of 
the evolution curves on the microstructure - the crack density may reach its saturation value 
without the microstructure failing (microstructures I, 11, 111) or with failure occurring 
almost immediately (microstructure IV). Thus, a scalar critical crack density is not a good 
failure descriptor. The existence of a saturation value is due to the exhaustion of sites at 
which nucleation can occur easily. The dependence on the mean grain size is such that crack 
nucleation in the case of the smaller grain size occurs at a larger stress level and the corre- 
sponding saturation crack density is maintained to a larger value of the failure stress. 

Figure 8. Crack density evolution with applied compression for four microstructures 
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Furthermore, numerical simulations show that the effective compliance is a strong function 
of the crack orientation distributions, and is strongly anisotropic in the case where all the 
cracks are approximately aligned with the compressive axis of loading. This implies that 
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the scalar crack density defined above is not sufficient to characterize damage accumulation 
completely. The effective compliance is a relatively weak function of the microsauctural 
randomness. This is because the compliance is a globally averaged quantity, and the effects 
of the different microstructures of nominally identical specimens are smoothed in the con- 
stitutive response. The dependence becomes very significant for the failure stress, however, 
as shown below. 

Failure Stress -- The failure stress or strength is dependent on many factors, e.g., biaxiality, 
temperature, and mean grain size. The model predictions of the strength dependence on 
these factors are in good agreement with experimental data. In particular, the dependence 
of the compressive strength on the randomness of the microstructure (for S2 ice) is shown 
in Figure 9. It is noted that failure initiates locally and is therefore a strong function of the 
local heterogeneity. This is reflected in the rather large strength variations (up to 100%) of 
the four microstructures at temperatures between 0 and -50°C. 
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Figure 9. Dependence of uniaxial compressive strength on microstructure and temperature 

As a final example, the tensile strength of the Alaskan Beaufort sea ice is predicted using a 
microstructure containing pressurized brine pockets. The tensile strength, approximately 
equal to the nucleation stress, is predicted to be a non-linearly decreasing function of poros- 
ity, i.e., i t  decreases from - 0.8 MPa at 20 ppt porosity to 0.2 MPa at 60 ppt porosity. The 



predictions agree well with available experimental results (Figure 10). A detailed investi- 
gation of the stress fields reveals that brine pockets at triple points do not necessarily give 
rise to larger circumferential stress than brine pockets within grains. Considering only the 
elastic anisotropy mechanism, the preferred sites for crack nucleation appear to be on the 
brine pocket surfaces rather than at the triple points (without brine pockets). This is due to 
the weak elastic anisotropy and the strong effect of pressure within brine pockets (0.8 - 3 
MPa). The relative importance of the dislocation pile-up mechanism in comparison to the 
brine pocket mechanism, however, remains to be investigated. 

POROSITY (ppt) 

Figure 10. Dependence of the tensile strength on the porosity of Alaskan Beaufort sea ice 

Summary 

The damage and failure models outlined in this paper possess the following salient features: 
(a) a consistent hierarchical approach linking the dislocation scale to the macroscopic (lab- 
oratory specimen) scale is feasible, i.e., the computational results derived from this linkage 
are consistent with test data obtained on the specimen scale, (b) the models are physically- 
based, i.e., the physical mechanisms responsible for the failure phenomena are integrated 
in the model formulation and all material parameters have definite physical meaning, and 
(c) the material heterogeneities are taken into account explicitly so that statistical results are 
obtained naturally. 



Analysis and Publication Plans 

Model Development -- Further development is needed to solve the following fundamental 
problems of damage and failure prediction at the sub-crystal, crystal, and specimen scales: 
(a) Dislocation group interactions and grain boundary sliding, 
(b) Interactions of brine pockets containing surface flaws, 
(c) Interactions of arbitrarily oriented and located kinked cracks with long or short parent 

cracks in an anisotropic porous medium, and 
(d) Failure criterion based on the synthesis of developed models. 
Detailed comparison of model predictions with test data at various scales will be carried out 
in collaboration with SIMI investigators at the Massachusetts Institute of Technology. 

Planned Future Publications -- 

(1) Analysis of the interactions of grain boundary dislocation groups by a discrete 
approach. 

(2) Wedge crack formation in polycrystals by continuum and discrete dislocation modeling. 
(3) Interaction of brine pockets containing surface flaws. 
(4) Effects of kinked crack interactions on stress intensity factors and effective elastic com- 

pliance. 
(5) Micromechanical prediction of the failure of sea ice in compression and tension. 
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(3) Wu, M.S. and Niu, J. (1994). A theoretical investigation into the nucleation of stable 
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(4) Wu, M.S. and Niu, J. (1995a). Micromechanical prediction of the compressive failure 
of ice: model development. Mechanics of Materials, In Press, 24p. 

(5) Wu, M.S. and Niu, J. (1995b). Micromechanical prediction of the compressive failure 
of ice: numerical simulations, Mechanics of Materials, In Press, 26p. 

(6) Wu, M.S. and Niu, J. (1995~). A theoretical analysis of crack nucleation due to grain 
boundary dislocation pile-ups in a random ice microstructure. Philosophical Magazine 
A, In Press, 24p. 

(7) Wu, M.S. and Zhang, Y. (1995). Crack nucleation in saline ice with interacting inhomo- 
geneities. Cold Regions Science and Technology, In Press, 45p. 

Conference papers: Winter Annual Meeting of ASME (1992), ASCE-ASME-SES Meeting 
(1993), U.S. National Congress of Applied Mechanics (1994), Society of Engineering Sci- 
ence Meeting (1994). 



APPENDIX A 

Reprint 

Air-Ice-Ocean Interaction: Lead Dynamics, Ice Mechanics, Ice Acoustics 
(Sea Ice Mechanics Workshop, Airlie, VA, 1990) 



Air-Ice-Ocean Interaction 

Lead Dynamics Ice Mechanics Ice Acoustics 

Office of Naval Research 

Sea Ice Mechanics Workshop,l2-14 November 1990, Airlie, Virginia 






























































































































