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One important factor in the durability of polymeric composites is their

loss in stiffness over time due to many softening mechanisms, including non-

linear viscoelasticity, viscoplasticity and damage. Damage here refers to

all ply-level microstructural changes such as matrix cracking, fiber-matrix

debonding and shear yielding. This dissertation uses the theory previously

established by Schapery (1999) to develop experimental and data analysis

methods for isolating these softening effects.

Schapery’s constitutive theory is first tailored for a continuous fiber

composite and evaluated for creep/recovery loading where nonlinear vis-

coelasticity, viscoplasticity and damage growth have a significant effect on

strain. Numerical methods, implementing a Genetic Algorithm, are developed

vi



to fit material parameters in the recovery equations. This method success-

fully fits simulated recovery data with hereditary damage effects, but was not

implemented on real data due to the unusually complex recovery behavior of

the material studied.

A method of Acoustic emission monitoring and waveform analysis is

developed as a means for tracking two of the primary damage mechanisms

in these materials, matrix-cracking and fiber/matrix debond. With direct

monitoring, the extent of damage in the material does not need to be in-

ferred from its effect on the stress-strain response. Unidirectional 30o , 45o

and 90o coupons of a rubber-toughened carbon/epoxy are monitored in this

way for various loading histories. A method of comparing waveforms from

different samples is also suggested. An interpretation of the AE data is pro-

posed based on an initial population of existing flaws. Then a cumulative

distribution function (CDF) of microcracking is defined and used to study

effects of stress history. After developing an idealized model of the mate-

rial consisting of two viscoelastic phases, a single loading parameter, which

is theoretically independent of loading history and derived from viscoelastic

fracture mechanics, is found to collapse data from all samples and loading

histories, thus supporting the theory.

Finally a Damage Effect Study is proposed which identifies the material

parameters affected by damage, thereby separating the damage and stress

effects on softening. This method is based on vertical shifting of recovery

data at different damage states, much like vertical shifting for the effect of

stress. Two significant simplifications are found for the material studied;

damage does not affect the time scale of the viscoelastic strain and enters

through only one parameter in the transverse strain. Viscoelastic shear strain

requires two parameters, however. Also, the elastic component of the modulus

vii



is found to increase with increased damage. Results from material testing at

fixed damage states indicate a 2-phase viscoelastic constitutive model may be

needed to characterize this particular rubber-toughened composite material.
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Chapter 1

Introduction

One important factor in the durability of polymeric composites is their loss in

stiffness over time. At the fiber and ply-level, this softening is primarily due to

viscoelasiticity and viscoplasticity of the polymer matrix and time-dependent

damage growth. Damage here refers to all microstructural changes such as

matrix cracking, fiber/matrix debonding and shear yielding. A good under-

standing of this softening behavior and its causes is needed to make reliable

predictions of more serious larger-scale damage, such as transverse cracking,

which may lead to fiber breakage, delamination and finally catastrophic fail-

ure. Indeed, these other damage mechanisms, prior to catastrophic failure,

may themselves be ‘design-driving’ failure modes depending on the applica-

tion.
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1.1 Background

Modeling of the Inelastic Behavior of Composites

Experimentally observed damage growth in laminated composites comprised

of unidirectional plies with one or more fiber orientations indicates the fol-

lowing general sequence of events occur during loading (Nairn and Hu, 1994).

Optical microscopy of the edge of a carbon/epoxy laminate in tension, in a ply

whose fibers are not parallel to the loading direction, show the initial form of

damage, microcracking, initiates at fiber debonds. Fiber debonds eventually

coalesce as load is increased to form a macrocrack which causes ply-failure.

In glass/epoxy where their transparency makes investigation of the material

interior possible, stress whitening is seen in some glass/epoxy laminates prior

to any ply failure. As observed from optical microscopy, this effect is from

fiber/matrix debond which also eventually coalesces into ply-failure or a so-

called transverse crack (a crack running the entire width and thickness of a

group of plies in the same direction). Significant transverse cracking typically

initiates delamination at the crack tips [e.g. (Bader et al., 1979), (Highsmith

and Reifsnider, 1982)]. Both delamination and transverse cracking can cause

premature fiber-failure, that is below that estimated by a simple strength cal-

culation or netting analysis. It has been found in some cases that transverse

cracking, for example, is a time or rate-dependent phenomenon [e.g. (Moore

and Dillard, 1990)] indicating the time-dependence of the material needs to

be understood to make damage growth predictions. An excellent review on

damage mechanics of composite materials is given in Talreja (1994). Regard-

less of which failure mode drives a design, to make accurate predictions of

these more serious forms of damage, good knowledge of ply-level stresses is

needed. Herein, this aspect of the durability issue is addressed; namely, how
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ply-level properties of a rubber-toughened carbon/epoxy vary with time due

to nonlinear viscoelasticity and small microstructural damage.

Past progress in assessing the time-dependent properties of viscoelas-

tic/viscoplastic materials with growing damage fall essentially into three cat-

egories. The first approach is to lump damage and other nonlinear time-

dependent effects into single functions of stress and time. A second approach

is to mechanically condition the material until the damage growth and in-

crease in viscoplastic strain are negligible over the time frame of testing and

characterize this conditioned behavior. A final method is to make certain sim-

plifying assumptions about the material behavior at the outset and derive the

effect of damage solely from stress-strain information. All of these methods

have been successful in their particular experimental studies. However, all

are limited to either certain materials, which display simplified behavior, or

to specific loading conditions. More robust methods are needed to assess

material behavior without these simplifications.

Many publications on time-dependent, nonlinear behavior in compos-

ites use incremental or deformation plasticity theory to develop ply-level

constitutive equations [e.g. (Hashin and Rosen, 1974), (Sun and Chung,

1993)(Budiansky and Fleck, 1993)]. These equations reflect the combined

effect of transverse and shearing stresses on the softening of a given ply. In

some instances, a Ramberg-Osgood nonlinear power law representation is

used. Zhu and Sun (2000) expanded these models to include unloading with

the use of an overstress function in the plasticity model. Good predictions

of loading and unloading are made for various fiber angle off-axis specimens

for multiple strain rates. For monotone increasing loading, a quasi-elastic

type constitutive equation, with stress nonlinearity in the form of a Ramber-

Osgood power law, and rate effects reflected by a power-law in time, have been
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found sufficient to characterize two rubber-toughened carbon/epoxy systems

(Mignery and Schapery, 1991) (Bocchieri and Schapery, 2000). These meth-

ods are limited as they assume all softening effects are one in the same and

do not address the specific nature of each mechanism. Some mechanisms are

reversible, such as nonlinear elasticity and nonlinear viscoelasticity, while oth-

ers are permanent, viscoplastic strain and microstructural damage. Reliable

long-term predictions necessitate the isolation of each softening effect.

Much of damage mechanics uses continuum theories which implement

damage variables to relate the size, shape and orientation and density of

damage, or cracks, with the global response [e.g. (Kamimura, 1985), (Tal-

reja, 1985a)]. Behavior can be complicated due to the directional nature of

this effect where an initially isotropic material can become anisotropic due

to the damage. One simplifying feature of these theories, however, is that

all permanent softening is due to the growth of this damage. The damage

state is directly tied to the amount of observed softening. When the soften-

ing effects of damage are coupled with viscoelasticity and/or viscoplasticity,

softening occurs due to the inherent viscoelastic behavior of the undamaged

material, the growth of damage, and time-dependent opening or sliding of the

crack faces that have formed. Just determining which softening mechanism

is responsible for the observed behavior becomes more complicated. Indeed,

the damage itself may now grow over time without increasing the load.

One approach has been to precondition the material, that is repeatedly

load the material to a given stress level until the growth of damage becomes

negligible over the time frame of loading. It has been observed that the most

significant amounts of damage are accumulated in the first few loading cycles

up to a given load. Lou and Schapery (1971), in studying a glass/epoxy com-

posite, found that mechanical preconditioning was necessary before a mean-
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ingful viscoelastic characterization could be accomplished. After 10 cycles at

a given load, a good characterization of creep/recovery response was made

for different fiber angle coupons using a nonlinear viscoelastic model without

growing damage (Schapery, 1969). Beckwith (1974), (Beckwith, 1980) also

saw this large cycle to cycle effect in another glass/epoxy.

Others have added a viscoplastic strain component to the model pro-

posed by Schapery (1969) to improve predictions of cycle to cycle behavior

in composites. Tuttle et al. (1995) added a viscoplastic strain suggested

by Zapas and Crissman (1984) to characterize the first cycle behavior of a

graphite/bismaleimide composite. Their predictions of a different laminate

than those used in the characterization, a (90,±45,90) laminate, for a se-

quence of 10 creep/recovery cycles (at the same stress) was very good. Post

inspection of the sample showed no damage to the laminate, however. Guedes

and Marques (1998) performed a similar characterization on T300/5208 again

based on first cycle behavior. However, predictions of long-term cyclic creep/

recovery are not very good. Qin et al. (1998), again applying the same model

as Guedes and Marques, to another carbon/epoxy composite, but finding

the material parameters in Schapery’s model with a neuro-fuzzy network

from first cycle behavior, made cyclic predictions. The addition of viscoplas-

tic strain aids in keeping in step with the accumulated strain, but quickly

failed to capture the shape of each cycle of creep and recovery. Tamuzs and

Aniskevich (1998) performed creep tests on 45o , 70o and 90o off-axis samples

of glass-fiber reinforced polyester with 25% of the layers with chopped strand

mat. By analysis of the creep portion of cyclic loadings, they found that only

the instantaneous portion of the constitutive equation varied from cycle to

cycle and with stress where the time-dependent, viscoelastic portion stayed

the same.
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Schapery (1987)(Schapery, 1990b) developed a theory for elastic media

with growing damage based on irreversible thermodynamics where internal

state variables were used to describe the effect of microstructural changes.

Schapery (1989) and Schapery and Sicking (1995) applied the model to a

carbon/epoxy where nonlinearity was due to nonlinear elasticity and the ef-

fect of damage. In the latter study, two internal state variables were used

for damage, one accounting for changes in the microstructure (scale smaller

than the layer thickness) and the second to represent the effect of thermo-

mechanically induced transverse cracking. These effects were assumed to

enter the constitutive equations as separate factors. Inelastic behavior of a

graphite/epoxy was successfully characterized by this method.

Schapery (1990a)(Schapery, 1990b) extended this model to include

linear viscoelastic effects with rate-dependent damage growth. Park and

Schapery (1997) and Ha and Schapery (1997) applied this to a particle filled

elastomer. Using a rate-type equation to describe the growth of damage in

the microstructure, they successfully characterized the stress and dilatation

response with different levels of strain, strain rate, confining pressure and

temperature. Although no unloading was performed, the model also suc-

cessfully predicted the stress and dilatation of dual strain rate experiments.

The same theory was successfully applied to the uniaxial response of asphalt

concrete for various strain rates (Park et al., 1996).

Abdel-Tawab and Weitsman (1998) proposed a thermodynamically

based model for viscoelastic materials with continuum damage behavior. A

uniaxial model was derived from this theory for a swirl-mat glass fiber com-

posite using linear viscoelasticity and a damage variable that enters through

an effective stress to affect the elastic and viscoelastic strain components in

the same way. This model was contained in the model proposed by Park
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and Schapery (1997). Damage was assumed to grow as a power-law in time

and stress. This model is then successfully fit to creep data at various stress

levels. However, no predictions of other loading histories are given to check

the various assumptions made in the model.

Pyrz (1990) attempted to characterize the uniaxial response of a wo-

ven glass fabric polyimide composite with a linear viscoelastic and damage

growth model. All nonlinearity was assumed to enter through a single dam-

age parameter. He defined this damage parameter as the length density of

cracks. This length density was measured at certain strain levels throughout

the test by taking microphotographs of a representative volume of material.

Simultaneously, acoustic emissions were monitored with two sensors. It was

found that the damage parameter and the cumulative hits versus strain had

the same general shape. However, predictions of saw-tooth stress-strain be-

havior were poor and only captured the behavior qualitatively.

Zhang (1995) found no cyclic effects in characterizing a polyester resin.

In fact, only two of the nonlinear parameters in Schapery’s uniaxial consti-

tutive model were needed. Lai and Bakker (1995) needed only to add a

viscoplastic strain to the Schapery model to describe the cyclic behavior of

High Density Polyethylene.

Apparently, as one would expect, varying degrees of complexity need

to be incorporated into constitutive equations depending on the material,

stress level and stress history. In general, the coupling of damage growth

with other nonlinear factors needs to be addressed.

As will be discussed in Chapter 2, when a material contains all the

complexity mentioned; i.e. nonlinear viscoelasticity, viscoplasticity and dam-

age; there is no apparent way to isolate the effect of damage and its growth

from the other softening effects based solely on stress-strain information. If
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the state of damage could be monitored directly, it would not need to be

inferred through whatever assumptions have been made to derive the con-

stitutive equations. Tracking the density of transverse cracking (large scale

cracking typically of an entire ply), for example, has been shown to be a

good damage parameter for predicting softening in cross-ply laminates un-

der tensile loading. An excellent review of this subject is given by Nairn

and Hu (1994). Density of such macro-cracking has been measured by vari-

ous means, including x-radiography, polar backscatter scans, edge-replication

and acoustic emission monitoring. When deriving ply-level behavior, how-

ever, the type of damage is not this type of large more-easily seen cracking,

but widely distributed microcracking or fiber/matrix debonding. Any form

of visual inspection to count microcracks is simply an intractable situation. A

real-time, efficient method for tracking this type of damage is needed. Moni-

toring their acoustic emissions may be the only practical method. Use of this

technique is one of the major subjects of this research.

Acoustic Emission Testing of Fiber Composites

A large number of acoustic emission studies involve attempts to differen-

tiate different forms of damage occurring concurrently in a laminate [e.g.

(Gustafson and Selden, 1985), (Roy and Gaucher, 1988), (Wevers et al.,

1991), (Zimcik et al., 1988)]. For example, in any but a unidirectional mate-

rial, fiber breaking, microcracking, fiber/matrix debond, transverse cracking

(or ply-failure), and delamination all can happen in a test. Each mechanism

has its own effect on the degradation of the material and each,in principle,

could have a particular acoustic (ultrasonic) signature. In cross-ply laminates,

partial cracking, as opposed to entire ply failure, can further complicate anal-
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ysis of AE data. As the focus of this study is on ply-level behavior, we are

primarily interested in AE testing performed on unidirectional laminates,

that is with all fibers at the same angle relative to loading.

A relatively small amount of acoustic emission testing has been pub-

lished on unidirectional polymeric composites. Even with testing is in the

fiber direction multiple damage mechanisms can occur. These studies cover

several methods to discern matrix-cracking, debonding and fiber breakage

and fiber pull-out from one another with little success.

De Groot and Janssen (1995) ran tensile experiments on 0o , 90o and

10o off-axis carbon/epoxy samples and on the pure matrix resin. They report

evidence of matrix cracking, debonding, fiber-pullout and breaking. Some

conclusions were drawn on the frequency content of each mechanism, but

these results are not clear because only one broadband sensor was used.

Events from the grips were therefore not filtered from the data and the dif-

ference in attenuation with frequency was not considered as the distance of

the acoustic source to the sensor was not known.

Chen and Baer (1992) studied unidirectional glass fiber reinforced

polyphenylene. Although two sensors were used, testing was only done in

4-point bending with the bending axis in the fiber direction. Komai et al.

(1991) investigated a unidirectional carbon/epoxy again with loading in the

0o direction. They used techniques such as amplitude distribution and C/D

ratio (C/D ratio = AE ring-down-count/AE event duration at a sigle fre-

quency) to differentiate failure mechanisms. Valentin (1985) attempted to

differentiate fiber breakage, matrix cracking and decohesion in carbon/epoxy

and carbon/psp materials by amplitude. He fit a power-law distribution

function to amplitude histograms at different stress levels. Difficulty in dif-

ferentiating the matrix cracking and decohesion is reported. Wevers et al.
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(1985) observed matrix cracking and debond along with fiber fracture in fa-

tigue loading of aa DFR epoxy composite. To track each failure mode, he

used signal energy. However, only two resonant sensors were used so only

energy at a given frequency was considered.

Laroche and Bunsell (1998) performed a fiber fracture detection study

using a 200 kHz resonant sensor. They report only detecting fiber fracture

as the same exponential increase in AE counts is seen with load on cured 0o

material and the prepreg prior to cure. The assumption is that no matrix

cracking occurs in the prepreg. They correlated the AE hits with a Weibull

distribution of fiber bundle strength.

Rotem and Baruch (1974) studied time-dependent fiber fracture of

E-glass fibers in a viscoelastic epoxy matrix. They used a single narrow

band transducer (100 to 300kHz) to detect acoustic signals, so the location of

events are unknown. Despite not knowing the location of the detected events,

the use of band-pass filtering to eliminate events coming from the gripping

regions, yielded some interesting results. They show that the total AE count

is proportional to the theoretical relative number of fiber fractures based on

a shear lag analysis in a viscoelastic material.

It appears that there is no clearly defined method for discriminating

the different damage mechanisms even for unidirectional material. Fortu-

nately, however, we are only concerned in this dissertation with damage oc-

curring in the matrix and not fiber-breaking. We may therefore study crack-

ing by loading at off-axis angles so that the fibers do not see significant load,

eliminating fiber breaking and pullout as pertinent damage modes, leaving

fiber/matrix debonding and microcracking near the fibers as the dominant

damage modes. One published study was found that directly addresses this

issue.
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Okoroafor and Hill (1996) performed an acoustic emission study on

a special specimen with bundles of fibers centered in a dog-bone sample of

different resin material where the fibers are oriented perpendicular to the

axis of loading. The specific focus of the experiment was to demonstrate the

utility of acoustic emission monitoring to evaluate the effect of different sizings

on fiber/matrix adhesion. They presume that this test geometry results in

interfacial failure as the predominant failure mechanism. For various fiber

materials and matrices they created an especially poor bond by coating the

fibers with silicone oil. Results from these samples are compared to uncoated

fibers and fibers that had been sized. Total acoustic emission events clearly

increase as fiber/matrix adhesion is degraded. Strain at the onset of AE also

decreases.

1.2 Objective

Review of the literature shows that varying degrees of complexity need to

be incorporated in constitutive models, depending on the composite system

studied. In some studies only the addition of viscoplastic strain was needed to

make good predictions of material behavior. In others, damage only appears

to affect the elastic strain. For certain materials only linear viscoelasticty,

where all nonlinearity came from damage, was needed.

When approaching a new material, one frequently generates stress-

strain data from constant load-rate or strain-rate tests, cyclic load/unload

tests and ramp to failure experiments. A proposed constitutive model is ap-

plied which captures the effects seen for some limited amount of data. Com-

plexity is built in as necessary to explain results from all of the experiments.

Finally, some ‘validation’ experiments are run where the loading history, or
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perhaps in the case of composites, a different laminate is tested to justify the

constitutive model used.

In terms of durability, material behavior over long times or many fa-

tigue cycles is needed. Certain material behavior, such as viscoelasticity,

may seem negligible over typical time-frames used for tests in the laboratory

if standard rate-type loadings are used. However, in ten or fifteen years ne-

glected strains may become significant. The time-dependent microcracking

detected in 90o material, discussed in Chapter 7, is a good example of where

rate-loadings do not give any indication of time-dependent effects.

Here we take the opposite approach and leave as much material com-

plexity in place as possible so that testing methodologies will have the widest

applicability. Experiments are used that emphasize the time-effect, although

the change in creep strains measured over the short time-frame of testing is

small. These methods are evaluated using a composite which displays all of

the mentioned complexities.

This work uses the theory previously established by Schapery (1999)

to develop experimental and data analysis methods for isolating the soften-

ing effects of nonlinear elasticity, nonlinear viscoelasticity, viscoplasticity and

damage. Damage enters through internal state variables. If all these mech-

anisms are significant, the author is not aware of any existing method to

extract both the damage evolution and to differentiate its effect on the mate-

rial parameters from that of stress based solely on stress-strain information.

A direct measure of microcracking is needed to help separate these effects.

A major focus, therefore, was to develop relatively short-term experimental

and data analysis methods for determining which material complexities have

a significant effect on material behavior. The major difficulty is separating

the intrinsic effect of stress from that of damage on the nonlinear viscoelas-
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tic (NLVE) behavior. This problem was addressed with three concurrent

approaches:

1. Develop experiments and numerical data analysis methods to fit strain

data which are affected by hereditary damage effects.

2. Conduct a Damage Effect Study to identify which nonlinear material

parameters are affected by damage.

3. Develop a real-time nondestructive method to monitor damage growth.

The focus of the first effort was to assess the effect of damage on each

material parameter, in particular the parameter which causes hereditary dam-

age effects. The material displays a fading memory of the loading path with

which it arrived at a given damage state. Testing methodology and methods

of data analysis were devised without removing any material complexity. The

Damage Effect Study was designed to determine which material parameters

are affected by damage. This information can then be used to simplify the

analysis. Acoustic emission monitoring was used in the third effort to track

how damage evolves with different loading histories and load combinations.

With this knowledge, the state of damage in the material will be known for

any loading and can be used to tie together the first two efforts.

1.3 Summary

In Chapter 2 a constitutive theory derived by Schapery (1999) and based on

nonequilibrium thermodynamics, rate-process theory and viscoelastic frac-

ture mechanics is introduced. This theory accounts for effects of nonlinear

viscoelasticity, viscoplasticity, growing damage and aging. The constitutive
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equations are then taylored in this dissertation for a continuous fiber com-

posite based on past observed behavior in these materials so that a single

hereditary integral describes viscoelastic effects. They are subsequently eval-

uated for a creep/recovery loading when damage and viscoplastic strain may

grow while under load. Based on these equations, an experimental procedure

called the Damage Effect Study is outlined. A method of analyzing data for

various fixed states of damage at identical stress levels is suggested to iso-

late the effect of damage from that of stress on the elastic and viscoelastic

strains. This method implements vertical shifting of recovery data collected

at different damage states similar to the way data is shifted for the effect

of stress. An underlying assumption is that damage does not accelerate the

viscoelastic strains in the way stress or temperature can for some materials.

With all the material complexity in the material model, creep with

growing damage contains many parameters evolving concurrently. It is doubt-

ful any numerical scheme would be successful in fitting the assumed functional

forms for all these parameters. Recovery, however, is more manageable. As-

suming a functional form for only one damage-dependent parameter, the

recovery strain is evaluated in Chapter 3. A hereditary effect of damage re-

sults. Several formulations of the recovery strain for numerical evaluation

are given. A numerical method using a Genetic Algorithm in conjunction

with the calculus based Levenberg-Marguart scheme is developed to fit the

recovery equation. This method is then used to fit simulated data containing

hereditary effects of damage growth.

The distributed microcracking in a unidirectional ply is addressed in

Chapter 4. First, the theoretical basis for crack growth in nonlinear viscoelas-

tic media as proposed by Schapery (1984)(Schapery, 1986) is introduced.

Based on results of the acoustic emission testing it was found necessary to
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consider crack growth with two phases of viscoelastic material, a nonlinear

phase in the vicinity of the crack tip and a surrounding linear one. Due to the

complexity of this behavior, an idealized model is suggested and a method

of data analysis outlined. The derived criterion for crack growth is extended

to distributed cracking by assuming a distribution of initial flaws which grow

dynamically upon failure and stop upon reaching some crack inhibitor. The

distribution of flaws is captured with a combined loading parameter of all the

factors affecting fracture and formulated to be proportional to a functional of

the stresses acting on the NLVE phase of the material. Use of the Cumulative

Distribution Function (CDF) of this combined parameter is introduced as a

damage variable.

In Chapter 6 the fracture modes of unidirectional material when tensile

loaded off-axis to the fibers are reviewed. Although a one-to-one correspon-

dence between an observed fracture event and its detected acoustic wave is

not possible at this time due to the very small scale of cracking, several steps

were taken to assure that only fracture mechanisms serving to soften the ma-

terial are considered. Methods of discriminating these events from the large

numbers detected from the gripping regions of a coupon are discussed. In par-

ticular, a novel method of testing off-axis samples is introduced. Testing was

performed using a relatively new method of acoustic emission testing, called

Modal AE Testing, where waveforms are acquired digitally and waveform

analysis can be performed based on principles of elastic wave propagation.

To the author’s knowledge, this new method of AE testing has not been used

previously to study microcracking in polymeric composites.

Chapter 7 covers the acoustic emissions detected in 90o and off-axis

unidirectional samples using various loading histories so that the time or rate

dependence of cracking can be studied. First, waveforms measured from two
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broadband sensors on each sample type are reviewed. A new method, sug-

gested by Dr. Michael Gorman of Digital Wave Corporation, for separating

the detected plate waves into their extensional and flexural modes is also

discussed. This method, along with two locating sensors, is used to examine

fracture events directly below the sensors used for separating plate modes. In

this way, differences in attenuation with direction and distance are eliminated

and comparison of events from different fiber angles can be made. Next, a

histogram of event energy versus load level is used to study the effect of

stress level on arrested crack length. This study also indicates whether the

‘detectability’ of a given flaw when it fails dynamically changes during the

test, thereby affected the perceived distribution. Changes in material acous-

tical properties as the material is loaded are also considered. Finally, data

collected from 90o , 45o and 30o off-axis samples loaded with various histories

are used to find a single CDF of the microcracking.

Viscoelastic behavior of the carbon/epoxy AS4C/E719LT with and

without growing damage is reviewed in Chapter 8. Linear viscoelastic behav-

ior, cyclic creep and recovery with growing damage and conditioned material

behavior at multiple stress levels is presented. Results from the Damage Ef-

fect Study are also given for 90o , 30o and 45o off-axis samples for two stress

levels and multiple conditioned damage states.
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Chapter 2

Nonlinear

Viscoelastic/Viscoplastic

Constitutive Theory

2.1 Constitutive Theory

A constitutive theory presented by Schapery (1999), and based on nonequi-

librium thermodynamics, rate-process theory and viscoelastic fracture me-

chanics, is used to model material behavior. This theory accounts for effects

of nonlinear viscoelasticity, viscoplasticity, growing damage and aging. Total

strain is

εi = −∂Ge

∂σi
+ ∆εi + εvpi (2.1)

where the −∂Ge
∂σi

are elastic strains, ∆εi are viscoelastic strains and εvpi are

viscoplastic strains. Viscoelastic strains, excluding thermal expansion terms,

are given by

∆εi =
∂σ̂j
∂σi

(I
(1)
j + I

(3)
j ) (2.2)

17



where

I
(1)
j =

∫ ψ

0
∆Sjk(ψ − ψ ′)

d

dψ ′
(
σ̂k
a2

)dψ ′ (2.3)

I
(3)
j =

∫ ψ

0
∆S̃jk(ψ − ψ ′)

d

dψ ′
(
σ̃k
a2

)dψ ′. (2.4)

where terms reflecting stress-free straining (e.g. due to temperature) have

been removed for the present study. The quantity ψ is reduced time,

ψ =
∫ t

0

a2

a1
dt′ (2.5)

where a1 and a2 are scalar valued functions of stress, σ , temperature and

damage, S , among other variables. The quantity S is a set of internal

state variables representing all high-energy microstructural changes such as

microcracking and shear banding. The ∆Sij and ∆S̃ij are linear viscoelastic

or master creep compliances,

Sjk(ψ ) =
∑

r

Srjk(1− e− ψ/τ r), (2.6)

S̃jk(ψ ) =
∑

r′
S̃r
jk(1− e−ψ/τ r) (2.7)

where τr are relaxation times. The set of quantities σ̂k = σ̂k(σ,S), and

σ̃k ≡ Pkiσ̂i (2.8)

where Pij = Pij(σ,S) is a set of damage effect coefficients.

Tailoring this theory for ply-level behavior of a continuous fiber com-

posite, we will use single index notation common to lamination theory, shown

in Figure 2.1, where 1 is the fiber direction,





ε1

ε2

ε6





=





ε11

ε22

γ12





. (2.9)
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Figure 2.1: Unidirectional ply with arbitrary fiber angle.

Given that the fibers carry most of the load in the fiber direction, negligible

time dependence is seen in the 1-direction⇒ I
(j)
1 = 0. The viscoelastic strains

of interest are the transverse and shear strains,

∆ε2 =
∂σ̂2

∂σ2
(I

(1)
2 + I

(3)
2 ) +

∂σ̂6

∂σ2
(I

(1)
6 + I

(3)
6 ) (2.10)

∆ε6 =
∂σ̂2

∂σ6
(I

(1)
2 + I

(3)
2 ) +

∂σ̂6

∂σ6
(I

(1)
6 + I

(3)
6 ). (2.11)

This representation would require four convolution integrals be used to model

the material.

As discussed in Chapter 1, many researchers have found that a single

integral representation is adequate to characterize a variety of NLVE mate-

rials without growing damage. That is, upon conditioning the material with

multiple loadings to a given stress, subsequent loadings are repeatable and

can be characterized with the single integral representation originally pro-

posed by Schapery (1969), sometimes with the addition of plastic strain. It

was based on this evidence that the following simplifications were made and

the subsequent testing schemes devised.

First, assume that the damage effect coefficients, Pij, are negligible.

Consequently, σ̃ = 0 and I
(3)
2 = I

(3)
6 = 0. Also, assume ∂σ̂2/∂σ6 = ∂σ̂6/∂σ2 =
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0. Transverse and shear strains may then be written as

∆ε2 = −∂Ge

∂σ2
+
∂σ̂2

∂σ2
(
∫ ψ

0
∆S22( ψ − ψ ′)

d

dτ
(
σ̂2

a2
)dτ) + εvp2 (2.12)

∆ε6 = −∂Ge

∂σ6
+
∂σ̂6

∂σ6
(
∫ ψ

0
∆S66( ψ − ψ ′)

d

dτ
(
σ̂6

a2
)dτ) + εvp6 (2.13)

This notation is now similar to the one-dimensional constitutive equation pro-

posed by (Schapery, 1969) without growing damage, but with a viscoplastic

term added

ε = g0D0σ + g1

∫ ψ

0
∆D(ψ − ψ ′)

d(g2σ)

dτ
dτ + εvp. (2.14)

where,

ψ =
∫ t

0

dt′

aσ
dt′ (2.15)

and

ψ ′ =
∫ τ

0

dt′

aσ
dt′ (2.16)

are reduced times. Relating the nonlinear parameters,

g0D0 = −dGe
dσ

g1 = dσ̂
dσ

g2σ = σ̂
a2

aσ = a2

a1
.

(2.17)

This notation is much easier to use when working with real data where sepa-

rate linear viscoelastic creep compliances and nonlinear parameters g0, g1, g2

and aσ are found for the transverse and shear strains. However, now all of the

nonlinear parameters may also be functions of damage, S. Without growing

damage, they may be evaluated through creep/recovery testing as originally

proposed by Schapery (1969). With damage evolution, data analysis becomes

more difficult.
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Upon loading a material with sufficient stress to cause damage, and if

all material complexity is present, none of the nonlinear parameters will be

constant. Even under the most simple loading possible, creep, all four mate-

rial parameters may evolve along with the possibility of viscoplastic strain.

‘Creep’ occurs due to the inherent viscoelasticity, ∆D(ψ ), the evolution of

material parameters g0, g1, g2, and aσ due to damage, and viscoplastic strain.

Even the elastic component of the strain may contribute to creep as g0 may

increase due to damage growth. The primary difficulty is in separating the

effect of stress from that of damage while keeping track of the state of damage

in the material. By making simplifying assumptions it is possible to isolate

these separate effects.

Without making further simplifying assumptions about the constitu-

tive behavior than those leading to Equations 2.14 to 2.17, the author is not

aware of any existing method to extract both the damage evolution and to

differentiate its effect on the material parameters from that of stress based

solely on stress-strain information. This is the major focus of this work and

was addressed with three concurrent approaches:

1. Develop experiments and numerical data analysis methods to fit strain

data which are affected by hereditary damage effects.

2. Conduct a Damage Effect Study to isolate which nonlinear material

parameters are affected by damage.

3. Develop a real-time nondestructive method to monitor damage growth.

In order to isolate the effect of damage on material softening from

that of stress, there are two separate issues. First, how does each material

parameter depend on damage? Second, how does damage evolve with loading
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history? Each of the three major efforts is needed to answer one or both of

these questions. Each was done concurrently due to the time involved in

conducting the testing for each approach.

The objective of the first effort was to mathematically describe the

effect of damage on each material parameter, in particular the parameter

which causes hereditary damage effects. Testing methodology and methods

of data analysis were devised without removing any material complexity. The

Damage Effect Study was designed to determine which material parameters

are affected by damage. This information can then be used to simplify the

analysis. Acoustic emission monitoring was used in the third effort to track

how damage evolves with different loading histories and load combinations.

With this knowledge, the state of damage in the material will be known for

any loading and can be used to tie together the first two efforts.

2.2 Creep/Recovery with Damage Growth

Creep/recovery testing; a step loading to a given stress for time a time, ti,

followed by a step unloading to no stress; was used to determine the effect of

damage on material response. This type of loading affords certain advantages

for assessing the nonlinear parameters, as is also the case without growing

damage. We shall start by evaluating Equation 2.14 for creep/recovery load-

ing when the material has never been loaded previously and when significant

damage is done to the material. To emphasize the functional dependence

of the nonlinear parameters on both stress and damage, notation such as

g2(σ, S) will be used. Also, the damage state expressed by the one scalar,

S(σ, t), will vary with both stress and time.
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If the material is loaded for a time, ti, at stress, σ0, the creep strain is,

εc = g0[σ0, S(σ0, t)]D0σ0+

g1[σ0, S(σ0, t)]
∫ t
0 ∆D(ψ − ψ ′) d

dτ
(g2[σ0, S(σ0, t)])dτ + εvp[σ0, t, S(σ0, t)].

(2.18)

To isolate the effect of each parameter, one would need to assume explicit

mathematical forms for each and use some nonlinear numerical scheme to

fit the resulting equation to the creep data. Abdel-Tawab and Weitsman

(1998), for example, assumed all nonlinearity was in the g2 and it behaved as

a power-law in time while under constant stress to fit creep data from a swirl-

mat composite. Without such an assumption, the complexity of this equation

makes it doubtful that any numerical scheme would be successful. However,

for recovery the situation is more tractable. There is no elastic strain and

plastic strain is a constant for the given creep load and time. Recovery strain

is

εr = g1[0, S(σ0, ti)]
∫ t

0
∆D( ψ − ψ ′)

d[g2(σ0, S)σ0]

dτ
dτ + εvp[σ0, ti, S(σ0, ti)].

(2.19)

Both g1 and εvp are constants. The integral

I1 =
∫ t

0
∆D(ψ − ψ ′)

dg2σ0

dτ
dτ (2.20)

has to be evaluated and functional forms for g2 and aσ need to be assumed.

For simplicity, aσ shall be assumed independent of damage. This assumption

will be justified later from the material data. The linear viscoelastic creep

compliance, ∆D, is known from low stress testing and is commonly described

with a power-law in time or a prony-series. At constant stress, g2 will only

vary with time as the damage parameter evolves. If we assume g2 can be

described with a second power-law in time, functional forms can be found for

either power-law or prony-series representations for ∆D.
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In general, for a step-loading

g2σ0 = σ0G(σ0, τ )[H(t)−H(t− ti)] (2.21)

where G(σ, t) is some function reflecting the time-dependent damage effect

on g2 for a given stress and H(t) is the heaviside unit step function. Then

dσ0g2

dτ
= σ0[δ(τ )− δ(τ − ti)]G+ σ0[H(τ)−H(τ − ti)]

dG

dτ
. (2.22)

Substituting into I1,

I1 = σo [∆D(ψ )G(0)−∆D(ψ − ψ ′(ti))G(ti) + Is] (2.23)

where

ψ = ti
aσ

+ t− ti

ψ − ψ ′(ti) = (t− ti).
(2.24)

and

I2 =
∫ ti

0
∆D(ψ − ψ ′)

∂G

∂τ
dτ. (2.25)

The integral I2 reflects a hereditary damage effect on the recovery strain. We

will therefore call it the damage history integral. Combining Equations 2.19,

2.20, 2.23 and 2.25,

εr = g1(ti)σ0[g2(0)∆D(ψ )− g2(ti)∆D(ψ − ψ ′(ti)) + I2] + εvp(ti) (2.26)

where the notation

g1(ti) = f1[0, S(σ0, ti)]

g2(0) = g2(σ0, S(σ0, 0))

g2(ti) = g2(σ0, S(σ0, ti))

εvp(ti) = εvp[σ0, ti, S(σ0, ti)]

(2.27)

has been used.
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2.3 Damage Effect Study

The damage effect study was designed to take advantage of the data analysis

method developed by Schapery (1969) for evaluating NLVE material param-

eters without growing damage. By conditioning the material at various stress

levels and evaluating the conditioned response at the identical stress for each

damaged state, one can quickly tell which material parameters are affected

by damage. A single specimen should be used so that specimen variability is

not an issue.

Figure 2.2 shows a generic loading history for conducting a Damage

Effect Study. Three damage states are shown,designated by state Si, having

been conditioned at stress σi. For this material, it was found that 9 cycles

was sufficient for conditioning as the response became repeatable indicating

no further damage or viscoplastic strain over the time of each cycle. Each

conditioning cycle was for the same time as the subsequent cycles. Duplicate

‘conditioned’ cycles were performed at each stress, for each damaged state to

obtain an average response. In this generic example, the NLVE parameters

can be compared at three damage states for stress σ1 and at two damage

states at σ2. Sufficient time for recovery should be left between conditioning

and subsequent cycles so that the rate of change in strain does not affect the

subsequent cycle (waiting for complete recovery is not always practical).

2.3.1 Analysis of Conditioned Material

Returning to the form of the recovery strain with damage growth, Equa-

tion 2.26, if the material is cycled each time for time ti at stress σ (dropping

the notation σ0 for simplicity), the additional viscoplastic strain and the

growth of damage becomes becomes negligible over the time ti. When this is
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Figure 2.2: Generic loading history for conducting a damage effect study.
Three damage states are shown, designated by Si corresponding to condi-
tioning at σi.
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the case we will call it ‘conditioned’ and having constant damage, Sc. In the

conditioned state,

I2 = 0

εvp = εcvp

g2(0) = g2(ti) = gc2

g1(ti) = glc1

(2.28)

where the superscript ‘c’ has been used to designate a ‘conditioned’ value.

Substituting in 2.26,

εr = glc1 g
c
2σ[∆D(ψ )−∆D(ψ − ψ ′(ti))] + εcvp (2.29)

which is similar to the form from Schapery (1969)

εr = g2σ[∆D(ψ )−∆D(ψ − ψ ′(ti))] (2.30)

except here glc1 may not equal unity due to the effect of damage.

After conditioning the material, the creep strain from Equation 2.18 is

εc = gc0D0σ + gc1g
c
2∆D

(
t

aσ

)
σ + εcvp. (2.31)

which is identical to that for a material without damage except gc0, g
c
1, g

c
2 can

take different values for different damage states at the same stress. Here

gc1 = gc1(σ, S
c)

gc0 = gc0(σ, S
c).

(2.32)

Specializing the creep and recovery strains for a power-law ∆D, and

using the normalized time

λ =
t− ti
ti

(2.33)

then Equations 2.31 and 2.29 become

εc = gc0D0σ + gc1g
c
2D1σ

(
t

aσ

)n
+ εcvp (2.34)
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εr = glc1 g
c
2D1

(
ti
aσ

)n
σ[(1− aσλ)n − (aσλ)n] + εcvp. (2.35)

Removing the strain at the beginning of each cycle and normalizing the re-

covery strain for any length creep, the creep and recovery compliances for a

conditioned loading are

εc − εcvp
σ

= gc0D0 +
gc1g

c
2

anσ
D1t

n (2.36)

(εr − εcvp)

σtni
=

glc1 g
c
2

anσ
D1[(1− aσλ)n − (aσλ)n]. (2.37)

2.3.2 Evaluating the Effect of Damage

Damage Effect on Creep

Analysis of creep at different damage states is performed just as for the linear

viscoelastic response where data are plotted versus tn; n is known from low

stress testing. The slope gives
gc1g

c
2D1

anσ
and the intercept gc0D0. It has been

assumed that aσ is independent of damage. Comparing creep curves at the

same stress, the ratio of the slopes for damage states Sa and Sb is

Rc =
gc1(Sb)g

c
2(Sb)

gc1(Sa)g
c
2(Sa)

. (2.38)

The ratio of the intercepts is,

Re =
gc0(Sb)

gc0(Sa)
. (2.39)

Damage Effect on Recovery

The effect of damage on recovery can be evaluated by plotting the recov-

ery data on a log-log scale similar to evaluating the effect of stress. From

Equation 2.37,

log

(
εr − εcvp
σtni

)
= log(glc1 g

c
2) + log

(
D1

anσ

)
+ log[(1− aσλ)n − (aσλ)n]. (2.40)
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If, indeed, the effect of damage is only in glc1 g
c
2, data at different damage

states can be vertically shifted to coincide. The ratio of this shift is

Rr =
glc1 (Sb)g

c
2(Sb)

glc1 (Sa)g
c
2(Sa)

. (2.41)

The effect of damage on glc1 can be found from low stress testing. That

is, the LVE recovery can be re-evaluated at each damage state. At low stress

(gc2 = aσ = 1), Equation 2.37 becomes

(εr − εcvp)

σtni
= glc1 D1[(1− λ)n − λn]. (2.42)

Any change in the LVE recovery is due to glc1 . In principle, one could add

low stress cycles at each damage state shown in Figure 2.2 to determine glc1

at each state. However, as shown in Section 8.1.1, it was found that the

small change in this parameter parameter was approximately the same for all

stresses considered and can therefore be neglected in evaluating the higher

stress response. Therefore we set it to unity,

Rr =
gc2(Sb)

gc2(Sa)
(2.43)

reflects only the effect of damage on gc2.

Comparison of the Damage Effect on Creep and Recovery

Evaluating Rc, Re, Rr at different damage levels can immediately yield mean-

ingful conclusions:

1. If the effect of damage is only the vertical shift of Equation 2.40 ⇒ aσ

is independent of damage.

With aσ independent of damage:

1. If Rr = Rc ⇒ gc1 is independent of damage.
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2. If Re = 1 ⇒ gc0 is independent of damage. The elastic response is not

affected.

Even if changes in glc1 with damage state are not negligible, Rr can be adjusted

for this change and the first comparison still made.
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Chapter 3

Numerical Curve Fitting

Methods

3.1 Genetic Algorithm / Levenberg-Marguart

Numerical Routine

The complexity of the equations describing recovery of a nonlinear viscoelas-

tic/viscoplastic material with hereditary effects from damage growth necessi-

tate the use of powerful numerical methods to find all the material parameters

in the constitutive model. A numerical method using a Genetic Algorithm in

conjunction with the calculus-based Levenberg-Marguart (LM) method was

developed for this purpose.

Standard calculus-based numerical methods require an initial guess of

the parameters in an equation

y = f (x,a) (3.1)

to be fit to data, where a are the set of parameters and x the free variable.
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They then use the partial derivatives of this equation with respect to each

parameter to drive the solution to an optimum, best solution. The least-

squares difference between calculated values of a function and data are used

to drive the method to the best answer. The Levenberg-Marguart method

works well and has become the standard of nonlinear least-squares routines

(Press and Flannery, 1986). The shortcoming of such methods is that the

final solution can depend on the initially guessed values if there are multiple

minimum. Genetic Algorithm (GA) routines were devised to find the best

solution in these situations.

Numerical methods which implement GAs are based upon analogy to

the theory of evolution and the survival-of-the-fittest paradigm. This is a

rapidly growing and broad field of optimization so only a brief synopsis of

the method will be outlined here. The reader is referred to (Goldberg, 1989)

and (Crain, 1999) for a more detailed coverage.

Sets of initial parameters are randomly generated through their binary

equivalents and grouped into arrays called chromosomes (the parameter geno-

type). The entire set of genotypes is called a population. This population is

a set of L initial guesses for the parameters. These chromosomes are then

translated to their real valued format (the parameter phenotype). Each phe-

notype is then evaluated in terms of its performance, where performance is

defined as the inverse of the mean square error. Performance of the ith chro-

mosome, Ci, will be designated Fi(Ci). The performance is then scaled to a

fitness, fi, where the fitness is a normalization of the individual performance

of each chromosome

fi =
Fi∑L
k=1 Fk

(3.2)

where L is the population size. This fitness now acts as as discrete probability
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mass function for reproduction, which is the likelihood that the chromosome

will be crossed with others so parts of its binary sequence will be passed to

the next generation. A random selection operator chooses two ‘parents’ to

cross based on their fitness. A second operator, called crossover, determines

how the binary information will be exchanged between parents, that is where

in the array of zeros and ones to flip-flop the binary code between parents.

Finally, the resulting new chromosome is mutated by randomly switching a

1 to a 0 and vice versa, with a small probability of mutation. This process

of selection, crossover and mutation is repeated L− 1 times to create a new

population. Each time, the chromosome with best fitness from the previous

population is kept in the current one. A finite number of populations are

evaluated. A flow-chart of the GA method is shown in Figure 3.1.

The GA technique also has limitations. Of significance here is con-

vergence ambiguity. Convergence ambiguity results from shallow minima

surfaces resulting in a cluster of local solutions which dilute the performance

of the best solution. The GA method has been modified in this study to

avoid this problem. It has been combined with that of the calculus-based

LM method. In this way, each phenotype in a population is driven to the lo-

cal minimum, which is the best solution for that initial phenotype. Fitnesses

of these best solutions are used in the selection and crossover procedure. Ef-

fectively, each initial guess for a solution is driven to the local best answer

by the LM method and the performance of these solutions are compared.
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Figure 3.1: GA Flow Chart. Borrowed with permission from Crain (1999)
with minor changes.

34



3.2 Formulations of Recovery Strain for use

in the GA/LM Method

In Chapter 2 the equation for recovery strain with hereditary damage effects

was derived, Equation 2.26. Now it will be evaluated with an explicit func-

tional form for the G function. Indeed, the major advantage of this method

is that the functional form for only one nonlinear parameter needs to be

assumed. We assume a power-law creep compliance,

∆D(t) = D1t
n (3.3)

and a generalized power-law for G while under load,

G(σ, t) = G0 +G1t
m (3.4)

where G0 and G1 are functions of stress. The damage history integral is now,

I2 = D1σG1m
∫ ti

0
(ψ − ψ ′)nτ (m−1)dτ (3.5)

where

ψ − ψ ′ =
ti − τ

aσ
+ t− ti. (3.6)

Evaluating I2,

I2 = D1σG1t
m
i (t− ti +

ti
aσ

)nF21

[
m,−n; 1 +m;

ti
ti + aσ(t− ti)

]
(3.7)

where

F21[a, b; c; z] = 1 +
∞∑

k=1

a(−b)k
a+ k

zk

k!
(3.8)

is the hypergeometric function. By again using the normalized time defined

in Equation 2.33, recovery strain may be written as

εr−εvp(ti)
σD1( ti

aσ )
n = g1(ti){G0[(1 + λaσ)

n − (λaσ)
n]

+G1t
m
i [F21

(
m,−n, 1 +m, 1

1+λaσ

)
(1 + λaσ)

n − (λaσ)
n]}.

(3.9)
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There are five free parameters to fit to the data; g1(ti)G0, g1(ti)G1, εvp(ti), aσ

and m. A sample code for this method is given in Appendix A. Data were

then simulated with some arbitrary functions for G and the other parame-

ters. Implementing the GA/LM method on this simulated data, the correct

solution is eventually found. However, it requires a slow task of narrowing

the range over which each parameter may vary based on previous runs. Due

to the slowness of this procedure, some alternative formulations were devised

that make use of multiple sets of data.

A formulation to use on two data sets of different length creep

The first formulation making use of two data sets was based on the obser-

vation that the recovery strain can be normalized for different length creep

times when tested at the same stress. Rearranging Equation 3.9,

{ εr−εvp(ti)
σD1( ti

aσ
)
n
g1(ti)

−G0[(1 + λaσ)
n − (λaσ)

n]} 1
tmi

=

G1[F21

(
m,−n, 1 +m, 1

1+λaσ

)
(1 + λaσ)

n − (λaσ)
n].

(3.10)

Note that the RHS of the equation is independent of creep time, ti. Recovery

strain normalized for the time under load will be called

εirn =





εr − εvp(ti)

σD1

(
ti
aσ

)n
g1(ti)

−G0[(1 + λaσ)
n − (λaσ)

n]





1

tmi
(3.11)

where the superscript i refers to creep data for time ti. Using data from two

different length creep cycles, we define

y = ε1rn − ε2rn = 0 (3.12)

as the function to minimize, where t1 6= t2. Although more parameters need

to be found (g1(t1), g1(t2), εvp(t1), εvp(t1), aσ, G0 and m) the v/p strains
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are converged upon quickly and computational time for each population is

decreased as the hypergeometric function, F21, does not need to be calculated.

Looking ahead to real data however, this method requires the use of

different specimens loaded for different creep times. Specimen variation may

very well mask differences due to different amounts of damage.

A formulation to use on two data sets from the same sample

An alternative approach using only a single specimen is to only fit the differ-

ence between first cycle behavior and the conditioned response. A qualitative

discussion of the differences seen in real data are given in Chapter 8. For nota-

tional simplicity, we shall return to the form of the recovery equation without

having assumed functional forms for G. In fact, this formulation will work

for any functions for which I2 can be analytically evaluated. Subtracting

Equations 2.19 and 2.35,

(ε1r−εcr)−(ε1vp−εcvp)
σ

= (g1
1(ti)g

1
2(0)− glc1 g

c
2)∆D(ψ )−

(g1
1(ti)g

1
2(ti)− glc1 g

c
2)∆D(ψ − ψ ′(ti)) + g1

1(ti)I2
(3.13)

The superscript ‘1’ has been used to designate data from the first cycle and

not for creep time t1 as used in the previous section. Values of glc1 g
c
2 and εcvp

are known from fitting the conditioned data. One major advantage of this

formulation is that aσ is also known (or at least closely known) from fitting

the conditioned response. In practice, this numerical method is very sensitive

to values of aσ. Better fits are made when it is left as a free parameter. Now

a very small window of values over which the GA method guesses solutions

can be used. Consequently, convergence occurs much more quickly.
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3.3 Experiments for Conducting Numerical

Fitting

While the various formulations of recovery strain were being developed and

coded, an experimental program was initiated concurrently due to the time

involved in conducting each task. Multiple samples of off-axis 30o and 90o

material were loaded at three separate stress levels for creep times of 100s,

1000s, and 10000s. A separate sample is of course needed for each stress-creep

time combination. Many of these samples were then cycled 9 more times to

get the conditioned response.

Upon fitting the recovery strain, a functional form for g2 is found. Also

from these fits, g1(ti) and εvp(ti) will be known. The different length creep

cycles at different stress levels provide discrete data points for these functions.

They can be constructed in a piecewise fashion by plotting data at identical

stress levels versus time and identical times versus stress.

Unfortunately, these data were not used with the above methods. Af-

ter sufficient data was collected and the conditioned response examined, it

became clear a more complicated constitutive model was needed for this par-

ticular material. The equations for conditioned material behavior were not

adequate to fit the data, as will be discussed in Chapter 8. Consequently,

hereditary damage effects could not be distinguished. Hopefully, the GA/LM

method developed will be useful in analyzing data from the wide class of ma-

terials whose conditioned response have been characterized by the equations

used in this study.
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Chapter 4

Analysis of Distributed

Microcracking

4.1 Viscoelastic Crack Growth - Theoretical

Background

The theoretical basis for predicting crack initiation and growth in linear vis-

coelastic media has been established by Schapery (1975a)(Schapery, 1975b).

Work on fracture in polymers preceding this theory is summarized by Knauss

(1973). Few restrictions are placed on the failing material at the crack tip

and it may be nonlinear, rate-dependent and discontinuous.

This work was extended by Schapery to include a class of nonlinear

viscoelastic materials where a J-like integral is used as a fracture characteriz-

ing parameter [(Schapery, 1984), (Schapery, 1986)]. This J-integral is based

on the introduction of a path-independent J-integral by Rice (1968) for frac-

ture of materials exhibiting time-dependent and nonlinear behavior. In order

to use such a parameter, path independence of J must be established. If the
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stress-strain behavior of the continuum material can be characterized by a

work potential, Φ, this will be the case. That is

σij =
∂Φ

∂εij
(4.1)

where Φ = Φ(εij, xk, t) and i,j,k = 1,2,3. By making certain assumptions

about the material constitutive behavior, Schapery found that significant

generalizations could be made to the crack growth theory by replacing strains

by ‘pseudo strain’, εRij, so that stress

σij =
∂Φ

∂εRij
(4.2)

where Φ = Φ(εRij, xk, t) is referred to as the ‘pseudo strain energy density’.

Deformation behavior is assumed to be characterized by a nonlinear

viscoelastic constitutive equation,

εij = ER

∫ t

0
D(t− τ, t)

∂εeij
∂τ

dτ (4.3)

where

εeij = εeij(σkl, xm, t) (4.4)

is a second order tensor material function. The ER is a free constant called

a ‘reference modulus’ and D is a creep compliance. By expressing stress in

terms of strain and changing the notation of εeij to εRij, Equation 4.5 rewritten

as

σij = σij(ε
R
kl, xm, t). (4.5)

The pseudo strain

εRij ≡ E−1
R

∫ t

0
E(t− τ, t)

∂εeij
∂τ

dτ (4.6)

where E is a relaxation modulus.
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4.1.1 Crack Growth Criteria - Jv Integral

In an analogy with the J-integral for nonlinear elastic behavior, Schapery

(1984) introduces

Jv =
∫

C1

(
Φdx2 − Ti

∂uRi
∂x1

ds

)
(4.7)

where C1 is the contour shown in Figure 4.1 starting at point 1 and ending at

point 2. The Ti are tractions and uRi are displacements in a reference elastic

body with stresses σRij and strains εRij.

Figure 4.1: Cross section of a crack in nonlinear viscoelastic material showing
contour C1 (- - - -) used in the line integral of Equation 4.7. Only the opening
mode of displacement is drawn, although the basic formulation allows for
shearing deformation and asymmetric damage. From (Schapery, 1986)

Implementing a correspondence principle which relates the mechanical

state of nonlinear elastic and nonlinear viscoelastic media with growing dam-

age (Schapery, 1981) provides the solution of stress, strain and displacement

41



in a viscoelastic body based on a reference elastic solution

σij = σRij

εij = ER

∫ t
0 D(t− τ, t)

∂εRij
∂τ
dτ

ui = ER

∫ t
0 D(t− τ, t)

∂uRi
∂τ dτ

(4.8)

where the reference solution satisfys all field equations and traction boundary

conditions for an elastic body.

Schapery (1986) made some simplifying assumptions about the crack

tip failure or process zone, the primary one being that it is a thin layer.

Several models for crack initiation and growth in nonlinear viscoelastic media

were then developed. From them, a fairly simple implicit equation for crack

speed is found

ERD(kα/ȧ, t)Jv = 2Γ (4.9)

where 2Γ is the fracture energy or the work required (per unit area of new

crack surface) for crack growth and the left side of the equation is the work

available. The quantity ȧ is crack speed and the coefficient k depends some-

what on the undeformed geometry of the failure zone boundary; a value of

k=1/3 is a good approximation but in general depends on the creep compli-

ance (Schapery, 1975b). The length of the failure zone, α, shown in Figure 4.1.

4.1.2 Unstable Crack Growth for a Power-law Material

Assuming power-law nonlinearity by representing the pseudo strain energy

density as a homogeneous function of degree N+1,

Φ(cεeij) = |c|N+1Φ(εeij) (4.10)
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where N and c are constants, an explicit result for the length of the failure

zone can be found (Schapery, 1986),

α =

∣∣∣∣
σn
σm

∣∣∣∣
1/N Jv

|σm|If
. (4.11)

The σn and σm are measures of the continuum yield stress and strength of

the failure zone material respectively. The If is a dimensionless function of

N. As all of these are material parameters, Equation 4.11 may be written as

α = f1Jv (4.12)

where

f1 =

∣∣∣∣
σn
σm

∣∣∣∣
1/N 1

|σm|If
. (4.13)

Combining Equation 4.9 with 4.12 and assuming a power-law creep compli-

ance with no material aging,

D(t) = D1t
n (4.14)

we have an implicit equation for crack speed in a power-law material

ERD1(kf1/ȧ)
nJn+1

v = 2Γ (4.15)

in which Γ and f1 may depend on ȧ; if they obey power laws, then Equa-

tion 4.15 implies

ȧ = k1J
m
v (4.16)

where k1 and m are constants.

4.1.3 Effect of 2-Phase Material on the Jv Integral

Ramp/hold testing of 90o samples gave evidence of microstructural relax-

ation during the hold portions of loading, as will be discussed in Section 7.5.
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This type of relaxation is possible if there are separate phases of material,

a softer high-stressed region in front of a crack tip and a stiffer region away

from the crack each characterized by a creep compliance with different time-

dependence. The toughening mechanism of rubber particles embedded in the

matrix will encourages this type of phenomenon.

The primary toughening mechanisms of rubber particles in a heavily

cross-linked epoxy matrix are particle cavitation and shear yielding of the

matrix adjacent to the particles (Kinloch and Hunston, 1983) (Pearson and

Yee, 1983) (Shaw, 1994). Interaction between the triaxial stress state at a

crack tip with the triaxial stress in a rubber particle from the cure process lead

to cavitation of the particles. Shear yielding occurs around the particles after

cavitation. Due to their close proximity, this frequently happens in bands

between the particles as they also act as termination sites. Consequently,

this yielding stays localized in the vicinity of the crack tip and occurs to a

much greater degree than in an unmodified epoxy.

The consequence of localized yielded material in front of a crack may

be to have a region of material that is strongly nonlinear viscoelastic, sur-

rounded by far-field weakly nonlinear or simply a linear viscoelastic region.

Schapery (1990b) explored such a situation using J-like integrals to charac-

terize fracture behavior. The result is a fairly complicated situation with a

transition from one region to the other, and is analogous to what exists in

metals exhibiting primary and secondary creep.

If both phases of material are power-law media, Jv still determines

the local stress field provided α is sufficiently small. The correspondence

principle 4.8 states that the stresses in the viscoelastic body are the same as

in the reference elastic body. Stresses are therefore of the form of the HRR
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singularity solution for power-law hardening elastic materials (Rice, 1968),

σij ∼ J
1

1+N
v . (4.17)

For the case of mode-I fracture, Schapery shows by using a ‘quasi-elastic’

approximation of the constitutive equations that

Jv ∼ K2
I

Dl

D
(4.18)

where KI is the mode-I stress intensity factor and the material exhibits far-

field linear viscoelastic behavior. The Dl and D are the creep compliances of

the linear and nonlinear viscoelastic phases respectively. Therefore,

σij ∼
[
K2

I

Dl

D

] 1
1+N

. (4.19)

For pure shear loading,

Jv ∼ K2
II

Ds
l

Ds
(4.20)

where KII is the mode II stress intensity factor and Ds
l and Ds are the linear

and nonlinear shear creep compliances respectively. Mixed-mode loading is

therefore complicated by different transverse and shear creep compliances in

each phase of the material. Introducing,

Ω(t) =
Ds
l

Ds

D

Dl
(4.21)

the Jv for mixed mode loading is

Jv ∼ (K2
I + ΩK2

II)
Dl

D
(4.22)

which results in the single mode Jv for either of the mode I or mode II limiting

cases. Therefore, Jv depends on the specific geometry and location of a given

crack. For example, for a crack at or near the interface of and parallel to two
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dissimilar materials, as is the case in our material for a crack at or close to

a fiber interface, a two dimensional elastic analysis shows (Hutchinson and

Rice, 1987)

(K2
I +K2

II) '
w2πa

2
[(σ∞22)

2 + (σ∞12)
2] (4.23)

where σ∞22 and σ∞12 are the remotely applied transverse and shear stress. The

w is a function of the dissimilar material properties and a is crack length. In

light of Equations 4.22 and 4.23 and assuming the fiber is much stiffer than

the matrix,

Jv ∼ a[(σ∞22)
2 + Ω(σ∞12)

2]
Dl

D
. (4.24)

Indeed, for a constant globally applied stress, and a larger creep exponent

in the nonlinear material, the viscoelastic J integral will decrease with time

and arrest crack growth. With the crack at the fiber/matrix interface, an

idealized geometry of the crack tip is shown Figure 4.2 where there is no

displacement of the relatively stiff fiber. This analysis shows the general

nature of having a two-phase material, but to make this complexity more

manageable an idealized model will be adopted.
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Figure 4.2: Cross section of a crack at the fiber/matrix interface in a nonlinear
viscoelastic material. The opening mode of displacement is drawn with the
contour C1 (- - - -) used in the line integral of Equation 4.7 shown.
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4.2 Analysis of Crack Growth

4.2.1 Analysis and Simplification of the 2-Phase Ma-

terial

As will be discussed in Chapter 6, matrix cracking and fiber/matrix debond-

ing are the primary mechanisms of damage viewed in the carbon epoxy stud-

ied (Figures 6.1 through 6.3 display some photomicrographs of this damage).

A majority of the cracking occurs at or near the fiber/matrix interface. High

stresses near the fibers with and without existing debonds may create a phase

of NLVE material in which this cracking occurs. It is difficult to idealize the

three-dimensional geometry in which this takes places but a two-dimensional

diagram of the cross-section is useful in conceptualizing behavior in the mi-

crostucture, as shown in Figure 4.3. Here groups of fibers with NLVE regions

between them are shown adjacent to lower-stress LVE regions. If the group

of tightly-packed fibers with the high-stress regions between them is treated

as having some effective NLVE property, we can consider just two phases of

material.

Figure 4.4 shows an idealized mechanical analog of the material con-

taining a nonlinear viscoelastic phase in the vicinity of crack tips (driving

the crack growth) adjacent to a linear viscoelastic material. Each phase has

effective LVE and NLVE properties to approximate the real situation where

there is a transition from a nonlinear to a linear one. A viscoplastic com-

ponent has also been added for consistency with experiments and probably

reflects far-field permanent rearrangement of the material. Separate dashpots

on each phase were also considered for the model. However, a dashpot on the

NLVE arm has no impact on the stress driving crack growth. It would only
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Figure 4.3: Cross-sectional diagram of a fiber composite. Groups of fibers
with highly stressed NLVE regions between them are shown adjacent to lower
stress LVE resin-rich regions.
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add unneeded complexity to the model. A dashpot on the linear arm was not

needed to collapse the data. This idealization is consistent with the observed

stress-strain behavior as well as the relaxation viewed during the ramp/hold

AE experiments. Assuming that the NLVE phase is much softer than the

linear one, stresses will redistribute to the linear phase when the global stress

is held constant, thus explaining the relaxation observed from the AE data.

Also, as discussed in Chapter 8, conditioned recovery strains could not be

shifted to the linear recovery behavior. One possible explanation is crack

interference upon unloading. However, the separate phases of material pro-

posed here will have the same effect, but also explain the microstructural

relaxation observed while under load. Upon unloading, the nonlinear phase

will be compressed and the linear phase held in tension. Over long times the

stresses between phases will redistribute and complete recovery will occur.

Returning to the mechanical analog in Figure 4.4, the total strain

is ε due to the globally applied stress σ. The component of strain which

is viscoplastic is designated by εvp. Each phase of the material takes on a

portion of the load, σl on the linear viscoelastic component and σnl on the

nonlinear one. A common mechanical analog for each phase is a system of

generalized Voigt units as shown in Figure 4.5. The strain on the viscoelastic

segment is

εve = ε− εvp. (4.25)

Here all cracking is occurring in the NLVE phase of the material, not

with a LVE phase surrounding it, but adjacent to it. This situation is there-

fore slightly different than the case discussed in the previous section. Here the

stresses just on the NLVE portion, and therefore in the nonlinear stress field,

control fracture. To the authors knowledge the problem of a crack in a non-
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Figure 4.4: Idealized mechanical analog of the material containing a nonlinear
viscoelastic phase in the vicinity of crack tips (driving the crack growth)
surrounded by a linear viscoelastic material. A viscoplastic component has
also been added.
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Figure 4.5: Generalized Voigt unit.

linear elastic power-law material has not been solved for the mixed-mode case

except for the case of no shear loading (He and Hutchinson, 1981). Therefore

we will assume the same dependence of the Jv integral on the globally applied

stresses as in the previous section,

Jv '
w2πa

2

[
(σnl22)

2 + Ω(σnl12)
2
]s

(4.26)

except here the exponent s reflects the power-law nonlinearity of the material.

The Ω is still a time-dependent function, but is not clearly defined as in the

previous section. It reflects changes in the viscoelastic Poisson’s ratio of the

matrix. How this material property dependence may enter is seen in work

by Kachanov (1999) where he shows that the change in the elastic potential

of a linear elastic solid due to the addition of a penny-shaped crack depends

on a quadratic function of the stresses where the Poisson’s ratio weights the

normal stress components. Specific functional forms for Jv will of course be

needed for each crack in the material as the local geometry varies. Here we

will keep the form from the 2D analysis of a crack at or near the fiber interface
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for purposes of discussion. However, the functional dependence of Jv on the

stresses is of primary importance here and will have the only bearing on the

subsequent analysis.

With only the globally applied stress known, we may calculate σnl by

first calculating the stress on the linear element,

σl =
∫ t

0
E(t− τ )

dεve

dτ
dτ (4.27)

where E is an effective relaxation function for the LVE material phase and

σnl = σ − σl. (4.28)

A functional form for the plastic strain proposed by Zapas and Criss-

man (1984) was assumed based on it’s successful use by others in fiber com-

posites and other polymers [(Tuttle et al., 1995); (Lai and Bakker, 1995);

(Guedes and Marques, 1998); (Qin et al., 1998); (Cardon et al., 2000)]. This

functional has the form,

εvp =
[
C
∫ t

0
σpdt

]r
(4.29)

where C, p, r are constants for constant temperature.

Crack Growth Using a Simplified Model

Implementing the idealized model of the previous section, we combine Equa-

tions 4.15 and 4.26 to find the instantaneous size of a crack at time t,

1

an0
− 1

an
=
∫ t

0
kf1

(
ERD1

2Γ

) 1
n

(
w2π

2

)q/s [
(σnl22)

2 + Ω(σnl12)
2
]q
dt (4.30)

where q = s(1 + 1
n) and a0 is the initial crack length. In general, Γ and σm,

which affects f1, may depend on the crack speed and other parameters. They

shall be assumed constant for this analysis, but don’t need to be. If a power-

law is assumed for each, the only differences is that q becomes independent
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of n. We are specifically interested in when a given crack becomes unstable

and runs dynamically or ‘fails’. Calling this time tf , or failure time, we let

a→∞ yielding,

(
2Γ

ERD1a0

) 1
n 1

kf1

(
2

w2π

)q/s
=
∫ tf

0

[
(σnl22)

2 + Ω(σnl12)
2
]q
dt (4.31)

4.2.2 Analysis of Distributed Cracking

We will assume that each initial flaw obeys Equation 4.31, where each has

it’s own unique initial length a0, fracture energy Γ, and strength of the failure

zone, σm. Values of σn and w may also vary locally. We will define

Li =
(

2Γ

ERD1a0

) 1
n 1

kf1

(
2

w2π

)q/s
(4.32)

as a combined fracture parameter of all the factors affecting fracture of the

ith crack. As L is a random variable, we define p(L) as the probability mass

function , or PMF, of this variable for each specimen tested. Each sample,

representative of the material, will have the same mass function or distribu-

tion of initial flaws. In general, a PMF of an event is the relative frequency

of that event occurring out of a discrete number of events. So the frequency

of a flaw in the material of having a value of L,

p(L) =
nL
M

(4.33)

where nL is the number of flaws with a value of L and M is the total number

flaws. As shown in Equation 4.31,

L =
∫ tf

0

[
(σnl22)

2 + Ω(σnl12)
2
]q
dt. (4.34)

With knowledge of the failure time tf and the stress, this distribution can be

found. Acoustic emission testing provides this information as the time and
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stress at which each flaw fails during loading is known. Therefore, for our

purposes we will define nL as the number of detectable flaws with a value of

L, and M is the total number of detectable flaws. Provided with an adequate

sampling from the AE data, p(L) will be the same. Note that the functional

dependence in Equation 4.32 is not of importance here. Given all information

about a given flaw, a different form would undoubtedly be derived for each

flaw. Of primary importance is its relation to the stresses and time of failure

shown in Equation 4.34.

The cumulative distribution function CDF,

P (L) =
∑

all Li≤L
p(Li) (4.35)

gives the probability that Li ≤ L. In physical terms, P(L) gives the percent-

age of flaws that have a value of Li ≤ L. The reader is referred to Schapery

(1974) for a similar discussion in linear viscoelastic media.

From a practical standpoint, the entire distribution of flaws will not

be measurable. Each sample will fail at a different point, thus yielding only

a portion of p(L) for that sample, up to say Lf . Such a distribution is said

to be truncated above Lf (Benjamin and Cornell, 1970). In which case,

p(L) =





βp(L) L < Lf

0 L ≥ Lf

(4.36)

where

β =
1

1− P (Lf )
. (4.37)

For a given test, P (Lf) is not known, so β becomes a free variable from one

sample to the next.
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The CDF as a damage variable

A common damage variable used in calculating the stiffness reduction in

a laminate due to transverse cracking is crack density [e.g. (Hashin, 1985)

(Highsmith and Reifsnider, 1982), (Talreja, 1985b)]. Here, laminates are used

where a transverse crack travels the entire width of the sample. Crack density

is defined as the number of cracks per unit length and the loss in stiffness is

readily calculated (for a linear elastic material) based on this density.

In unidirectional material, the situation is more complicated. Cracks

propagate various distances depending on the local geometry. Fortunately,

the constraining nature of the fibers tend to keep the crack orientation parallel

to the fibers. The acoustic emissions emitted from this material indicate that

the arrested crack length is not a function of stress level for most of the

samples tested. Therefore, there is an average crack size independent of

stress level. Fiber-waviness probably plays a significant role in this typical

size.

An approach from the standpoint of micromechanics may be to first

analyze the effect of this typical crack on the global response of a represen-

tative volume element of material. It can then be scaled with the number of

cracks present. It is not implied this is a simple task in a NLVE material.

Indeed, a numerical study of the effect of a debond or microcrack in a NLVE

matrix would be helpful in describing the effect of such damage. However,

from a practical standpoint, it is not possible at this time to count each and

every crack and measure it’s size. What is possible is to monitor a portion of

them, the largest ones. Monitoring this portion provides a population with

which to perform the statistical analysis suggested above and to find the CDF

of microcracking. The same proportionality between the number of average
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cracks and the effect of these cracks on the global response will hold for the

percentage of cracks that have failed relative to the amount at failure. If

the typical arrested length of a crack is dependent on stress level, this is just

an additional nonlinearity that needs to be considered in accounting for the

effect of the damage on the global response.

The CDF is useful as a damage variable as it can be measured directly

and does not need to be inferred from stress-strain information that may

be affected by other softening mechanisms. Finally, variability in detectable

cracks from sample to sample, which can mask differences in the time or rate

effects, is easily normalized without testing a large number of specimens for

each loading condition.

As an aside, a CDF of transverse cracks could also be used as the

damage variable in cross-ply laminates. The CDF in this case is the total

crack density, measured in the usual way, divided by the number of cracks

in the Characteristic Damage State (Reifsnider, 1977), that is the maximum

number of transverse cracks attainable in a laminate. This idea may prove

useful in laminates where the transverse cracks do not traverse the full width

of a sample, as is typically the case when single plies are used and probably

more representative of a real structure. In this case the situation is similar

to that of the unidirectional material.
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Chapter 5

Experimental Setup

5.1 Material and Processing Information

The material under study is comprised of AS4C carbon fibers with a rubber-

toughened epoxy resin E719LT produced by B-P Chemicals. Flat panels,

12 in. x 12 in., were constructed by a filament winding process by R-

Cubed Composites, Inc., West Jordon, UT. The plates were cured in an

autoclave/vacuum bag procedure at a cure temperature of 250o F. So that

results from this study may be reproduced, details of the curing process have

been supplied by R-Cubed Composites and provided by Bocchieri (1996).

The resulting material has a low glass transition temperature, Tg, of approx-

imately 250-275o F. A typical Tg seen for more brittle composite systems,

such as AS4/3501-6, is approximately 410o F with a cure temperature of

350o F. Greater time dependence in material behavior of AS4C/E719LT at

room temperature is expected as a result of this low value.
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5.2 Load Frames and Strain Measurement

All constant stress rate testing was performed on a 20 kip Instron screw-driven

load frame 4505 with Instron 4500 controller. Three different stress rates were

used in the constant stress rate testing. Ratios of the two lower rates to the

highest rate were 6:1 and 18:1 with failure occurring at roughly 10 minutes,

1 hour and 3 hours. All testing was performed at room temperature and

humidity conditions (moisture absorption of the dessicated samples for these

short-term tests is negligible). They were assumed to be in the dry condition,

having been stored on desiccant for more than 2 years. The average testing

temperature was approximately 77o F (25o C).

Creep/recovery testing was performed on three in-house built creep

frames as shown in Figure 5.1. Creep frames were calibrated using a strain-

gaged 0o sample with 10 lb. increments in load. Due to the long duration

of testing, all samples were loaded in sealed plexiglass tanks with dessicant

inside. Humidity was held to less than 10 percent RH.

Figure 5.1: Creep testing frame with plexiglass tank.
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The 45o and 30o off-axis specimens were equipped with Micromeasure-

ments 90◦ tee rosettes (CEA-06-125UT-350 ) with the gage sections oriented

in the longitudinal and transverse directions. A rosette (CEA-06-250UR-

10C) was used for the 90o specimens. Gages in the rosette were oriented

in the longitudinal and transverse directions. All gages on off-axis sam-

ples were transversely corrected according to the manufacturers specifica-

tions (Micromeasurements-TN-509, 1982). Gages were placed on both faces

of each specimen to correct for out of plane bending. A dummy specimen of

identical fiber orientation and gage configuration was used to compensate for

temperature fluctuations.

An in-house program written in Labview was used for computer data

acquisition. Both variable gain and constant gain strain conditioners were

used. A conditioner built in-house capable of computer-controlled gain was

used for four strain channels while additional channels were conditioned by

a fixed-gain Vishay 2120. Because of the large strains encountered by many

of the specimens, the variable gain strain conditioner proved to be beneficial

in maintaining low electrical noise throughout the test.

5.3 Acoustic Emission Equipment and Setup

All hardware and software used for acoustic emission data acquisition and

analysis were provided by Digital Wave Corporation, and are shown in Fig-

ure 5.2. Hardware and software settings are shown in Table 5.1. These set-

tings afforded maximum sensitivity from the available equipment just above

the background noise level.

Broadband sensors were attached to a sample with electrical tape, as

shown in Figure 5.3, after applying high vacuum grease to the sensor faces.

60



Table 5.1: Typical hardware and software settings for the two acoustic emis-
sion sensors used.

.
B225 Sensors B1025 Sensors

** Conditioner Settings ** ** Conditioner Settings **
Signal HPF Cutoff (kHz): 20 Signal HPF Cutoff (kHz): 20
Trigger HPF Cutoff (kHz): 20 Trigger HPF Cutoff (kHz): 20
Signal LPF Cutoff (kHz): 1500 Signal LPF Cutoff (kHz): 1500
Trigger LPF Cutoff (kHz): 1500 Trigger LPF Cutoff (kHz): 1500

Signal Gain (dB): 9 Signal Gain (dB): 6
Trigger Gain (dB): 9 Trigger Gain (dB): 6

Signal Gain Switch (dB): 21 Signal Gain Switch (dB): 21
Trigger Gain Switch (dB): 21 Trigger Gain Switch (dB): 21
Preamplifier Gain (dB): 40 Preamplifier Gain (dB): 40

Threshold (V): 0.1 Threshold (V): 0.1
Echo Delay Time (microsec): 0.0 Echo Delay Time (microsec): 0.0

** Software Settings ** ** Software Settings **
Digitization Rate (MHz): 12.5 Digitization Rate (MHz): 25
Memory Length (Points): 1024 Memory Length (Points): 1024

Pre-Trigger (Number of AE Channels: 2 Number of AE Channels: 2
Number of Parametric Channels: 2 Number of Parametric Channels: 2
Parametric Reading Information: Parametric Reading Information:

Display (sec): 60.0 Display (sec): 60.0
Digitization Rate (sec): 1.00 Digitization Rate (sec): 1.00

Gate (V): 0.00 Gate (V): 0.00
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A free length of approximately 5 cm was chosen by trial and error. A longer

length covers more material so there will be more events to detect. There will

also be a greater difference in arrival time for events outside the ‘free length’,

thereby affording greater accuracy in filtering those events. However, damp-

ing of events must be considered. It was found that when longer free lengths

were used smaller events closer to one sensor were barely detectable by the

time the acoustic wave reached the far sensor. A 5 cm free length offered a

compromise between these factors. Strain gages were placed outside the free

length as the strain gage bond system gave off acoustic events at many stress

levels. Aluminum/rubber dampers were lightly clamped onto the sample to

reduce noise coming from the gripped/tabbed regions. A simple experiment

using lead-breaks indicates that these dampers reduce the maximum ampli-

tude of the lead-break by approximately 40%.

Two types of broadband sensors were used during testing. A B1025

sensor, with a face-to-face calibration, as measured by Digital Wave Corpo-

ration, shown in Figure 5.4. This sensor offers a wide range of sensitivity up

to 1.5 MHz. Most testing of the 90o samples was performed with this sensor.

A second sensor, B225 with face-to-face calibration shown in Figure 5.5 was

needed to detect cracking in the off-axis samples, as will be discussed in Sec-

tion 7.2. The B225 has approximately four times the sensitivity of the B1025

up to 500 kHz.

5.3.1 AE Testing of Off-Axis Specimens

Unidirectional off-axis samples have a mix of transverse and shear stress in

the primary material directions. Cracking behavior is now more complicated

than in the 90o samples as it is now mixed mode. The AE testing also gets
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more involved.

First, angled tabs [(Sun and Berreth, 1988), (Bocchieri and Schapery,

2000)] were used to ensure a uniform stress region from which to detect AE

events, which we will call ’good events’, and to take strain readings as shown

in Figure 5.6. Second, the criteria for accepting an AE event as being from the

uniformly stressed material needs to be critically examined due to changing

wave speed with material direction. As shown in Figure 5.7, if cracking

occurs off the centerline of the sample, there is a significant difference in

wave propogation direction relative to the fibers. This has a large effect on

relative arrival time as shown in Figure 5.8 where the relative arrival time

for an event occurring along the top edge, centerline, and bottom edge have

been calculated from equation 6.1 for a sensor spacing of 4.7 cm. Lead breaks

were performed at the locations indicated in Figure 5.9 prior to running each

test to validate sensor spacing.

This complexity can be managed by adopting an acceptance criterion,

as shown for a 30o off-axis sample in Figure 5.10, where a relative arrival time

of 12 µs is illustrated. A volume represented by the hash-marks indicates

the volume from which events are then accepted. A skewed volume has no

consequence as long as it is under uniform stress. A final complexity that

needs to be considered is the effect on wavespeed from material softening; it

will be discussed in Section 7.7.
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Figure 5.2: Hardware and software used for acoustic emission and stress-
strain data acquisition.

Figure 5.3: Unidirectioinal coupon with placement of strain gages, acoustic
emission sensors and dampers shown.
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Figure 5.4: Face to face calibration of a Digital Wave Corp. B1025 broadband
sensor.

Figure 5.5: Face to face calibration of a Digital Wave Corp. B225 broadband
sensor.
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Figure 5.6: Stress distribution in a 30o off-axis sample with elastic shear and
transverse moduli uniformly degraded to 20% of their original value. Each
contour represents a 1% difference from that predicted by stress transforma-
tion assuming uniform stress.

Figure 5.7: Wave Direction.
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Figure 5.9: Lead break positions on an off-axis sample.
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Chapter 6

Acoustic Emission Testing

6.1 Microstructural Damage and AE Detec-

tion

Microstructural Damage

In all AE testing it is desirable to have a one-to-one correspondence between a

visually observed event and its detected acoustic wave. In this way, there is no

question about the emission source. This has been done with good accuracy

for large scale cracking, such as transverse cracking in cross-ply laminates,

where the entire ply fails (Gorman and Ziola, 1991) (Prosser et al., 1995).

Here the acoustic signals were used to locate the position of a given crack

by modal analysis of the waveform and subsequent wavespeed calculation.

These locations correlated well with cracks observed by polar backscatter

scans. Our goal is to detect much smaller events that are below the scale

where they can be observed by polar backscatter scans, x-radiography or

edge-replicate techniques. Monitoring their acoustic emissions is the only
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practical way at this time to track distributed cracking real-time.

In an independent study by Wood (1996) on the same carbon/epoxy

in this study, it was found that matrix cracking and fiber/matrix debonding

were indeed the mechanisms of damage viewed in this material. They de-

veloped a special sample geometry for viewing the material under load in an

environmental SEM. They found a variety of initial flaws in the material prior

to loading, including voids, cracks around voids and fiber/matrix debonds.

Figure 6.1 shows glowing debonds in a sample prior to loading. These occur

primarily in resin rich regions. During loading, the damage events include

formation of new debonds, opening of debonds, cracks in the bottom of voids

connecting to debonds and the coalescing of debonds. Some examples are

shown in Figures 6.2 and 6.3. Damage first initiates at the boundaries of

resin rich regions but also initiates in other regions at higher stress.

Figure 6.1: Glowing debonds in a sample prior to loading. Image borrowed
with permission from Wood (1996)

Other possible dynamic damage not observable by this method is the

cavitation of rubber particles and the subsequent shear yielding around these
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Figure 6.2: Crack in the bottom of a void which has grown to neighbor-
ing debonds while under load. Image borrowed with permission from Wood
(1996)

Figure 6.3: Coalesced debonds while under load. Image borrowed with per-
mission from Wood (1996)
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particles. Imaging of rubber particles in polymer matrices has only been

accomplished in pure resins or composites with very low fiber volume frac-

tions by use of a TEM (Tunneling Electron Microscope) [e.g. (Laura et al.,

2000)]. Successful sample preparation for use in the TEM has not yet been

accomplished for composites with high volume fractions.

Detection of Microcracking and Debond with AE Sensors

Several steps were taken to ensure that only the damage mechanisms seen

by Wood (1996) were detected by the AE sensors. First, events were only

accepted from the free-length of the material by locating the event source

using two sensors. Second, by using simple unidirectional samples, we have

limited the number of types of damage to those mentioned. By testing in

the 90o and off-axis directions the possibility of significant fiber breakage is

eliminated. Frictional sliding may also produce acoustic emissions (Awerbuch

et al., 1985) and will occur repeatedly whenever the material is loaded and

unloaded.

Loading/unloading cycles were performed on 90o and 30o off-axis sam-

ples to see if the detected events are indicative of friction. As shown in

Figures 6.4 and 6.5, the detected events do not display this pattern. Few

events are detected during unloading and the ones that are detected occur

predominantly close to the highest stress attained. Upon reloading, few are

detected until the previous stress is approached.

There is further supporting evidence that the acoustic waves detected

originate from microcracking. First, as shown in Figure 7.36 the onset of

nonlinearity in the 90o samples coincides very well with significant AE events

in these samples. In addition, on average the waveforms detected all have
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Figure 6.4: Cumulative events detected in a 90o unidirectional sample during
loading/unloading and reloading cycles. The loading history is shown in the
top figure.
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similar frequency and energy content indicating that the same type of phe-

nomenon is detected throughout the test.

6.2 Anticipated Waveforms

In designing a modal acoustic emission (MAE) experiment, one should first

determine which waveforms will be detectable in the structure tested. Then

the test-setup and analysis can be tailored accordingly. As already men-

tioned, the two types of detectable damage expected in unidirectional ma-

terial are microcracking and fiber-matrix debond. Acoustic emissions from

rubber particle cavitation are not expected to be of sufficient strength to be

detectable. If a sufficiently thin sample is used, it is anticipated that both

damage forms will create a waveform which is a combination of extensional

and flexural plate waves. Gorman and Ziola (1991) found this to be the case

for transverse matrix cracking in cross-ply laminates.

Samples were chosen to ensure that plate waves were detected from the

anticipated damage modes. For this to hold true, the thickness of the sample

must be of the order or less than the wavelength of the emitted waves (CARP,

1993). This can be checked by first calculating the speed of the extensional

mode, which is independent of frequency, and is given by (Gorman and Ziola,

1991)

Ce =

(
Axx

ρh

) 1
2

(6.1)

where Axx is the first component of the laminate force-strain stiffness matrix,

as given by lamination theory [e.g. (Daniel and Ishai, 1994)]. The ρ is density

and h is laminate thickness. Speed of the flexural mode is given by

Cf =

(
Dxx

ρh

) 1
4

ω
1
2 (6.2)
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where Dxx is the first component of the moment-strain stiffness matrix and

ω is the frequency. These velocities have been plotted versus fiber direction

for the material under study in Figure 6.6.
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Figure 6.6: Wavespeed as a function of angle relative to the fiber direction
for AS4C/E719LT.

Wavelength is λ = c/f where c is the wavespeed and f is the frequency.

As wavespeed is lowest in the 90o samples, it imposes the most stringent con-

dition on testing (as waves will be traveling at all angles relative to the fibers).

It is expected that microcracking and debonding will create a predominantly

extensional wave which always travels faster than the flexural mode and has

minimal dispersion below 1MHz. This mode will therefore be used for lo-

cation finding and also used for the calculation of wavelength. As will be

shown in the results, a predominant amount of wave energy detected in this

material has frequencies from approximately 100 to 400 kHz. Wavespeed was

calculated to be approximately 2450 m/s corresponding to a wavelength of
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6.1 mm (for 400kHz). Thin 6-ply coupons, 1.65 mm thick, were used for all

MAE testing so predominantly plate waves were detected.

6.3 Waveform Filtering

6.3.1 Digital Filtering

Digital filtering of the captured waveforms was based on background noise,

response of a given sensor, and frequency range of the detected events. Fig-

ure 6.7 shows the FFT (Fast Fourier Transform) of noise from the B1025 and

B225 sensors in the testing environment. Notice that a predominant amount

of the energy in these signals is below 200 kHz. The B1025 and B225 sensors

have good response above approximately 150 kHz and 30 kHz respectively.

These frequencies were therefore used for the digital high pass filtering of

events.

6.3.2 Filtering by location

Two sensors were used so that events coming from the ‘free length’ of a

sample were discernible from those coming from other sources. Thousands

of events were typically detected during a test so it was not feasible to use

more accurate location techniques such as manual phase matching. An initial

threshold crossing criterion just outside of the noise amplitude was used to

calculate arrival time. In this way, the non-dispersive extensional wave is

used for location finding. As we are only concerned with whether an event

came from the free length, but not finding its exact location, this technique

should be sufficient and expedient. To be conservative about only accepting

events from the free length, any locations found within 5 mm of a sensor
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were not accepted. If an event was only detected on one sensor it was also

discarded. After all events were filtered by the aforementioned techniques

and reduced to a more manageable number, they were visually inspected

for events that may have slipped through due to spikes in noise, etc.. A

typical histogram of locations in the free length of a 90o sample are shown

in Figure 6.8, indicating that cracking is evenly distributed along the length

and not isolated to specific regions of the material, as expected.
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Figure 6.8: Histogram of cracking in the free length of a 90o sample.
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Chapter 7

Acoustic Emission Results and

Analysis

7.1 Waveform Analysis

Significant cracking, evenly distributed along the length of 90o and off-axis

samples, was detected with the AE sensors. It is interesting to note that such

cracking was not detected with the same testing apparatus in two untough-

ened, more brittle material systems T1000/8852 (carbon/epoxy) and S2/8852

(glass/epoxy) when tested in both the 90o and off-axis directions. The only

events acquired came from the region of failure just prior to specimen failure.

Following is a review of the waveforms detected at the locating sensors

from the primary material under study, AS4C/E719LT. Careful examination

of the waveforms emitted from the microcracking was necessary to validate

that the anticipated modes were indeed detected, to explore their frequency

content, confirm calculations of wavespeed, and to tailor the experiment on

the effects of material softening on material acoustical properties.
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7.1.1 Waveforms detected at location sensors

Waveforms detected in 90o Samples - B1025 Sensors

Unidirectional 90o coupons were first tested with broadband B1025 sensors.

These sensors offered sensitivity to the widest range of frequencies. A wide

range of amplitudes and frequency content was observed in the waveforms

emitted by cracking in the composite. This is due to variations in arrested

crack size and where a given crack fails relative to the sensors. Distance to

the sensors has a strong effect due to strong attenuation in this polymeric

material. Figures 7.1 through 7.3 show some typical waveforms detected in

90o samples.

The frequency distribution in the detected waveforms were viewed by

taking the FFT (Fast Fourier Transform). To eliminate background noise and

wave reflections, the TCOT feature of the Wavedetector software was used.

This feature windows on a particular time interval as shown in Figures 7.4

through 7.6. Here a 15µs window was used on the same events shown in Fig-

ures 7.1 through 7.3. Their frequency distributions are shown in Figures 7.7

through 7.9.

The large event shown in Figure 7.1, which occurred close to sensor 1,

demonstrates the extent to which higher frequencies are attenuatated relative

to lower frequencies in this material. The frequency content in channel 1,

shown in Figure 7.7 contains components up to 1500 kHz. After traveling

a larger distance to sensor 2, only frequencies below 500kHz are detected.

Neither channel shows these higher frequencies when the event is from the

center of the free length, as is the case for events shown in Figures 7.2 and

7.3. These events show very similar frequency content despite being of very

different magnitude. Although frequency content my not be a clear criterion
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for differentiating damage types at this time, the lack of a difference provides

no reason to assume there is any difference in cracking.
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Figure 7.1: Typical large event detected from a 90o sample where cracking
occurred close to sensor 1. B1025 sensors were used (1V=47db).
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Figure 7.2: Typical large event detected from a 90o sample where cracking
occurred close to the center of the free length. B1025 sensors were used
(1V=47db).
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Figure 7.3: Typical small event detected from a 90o sample where cracking
occurred close to the center of the free length between sensors. B1025 sensors
were used (1V=47db).
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Figure 7.4: Windowed waveform (TCOT=15µs) of the event shown in Fig-
ure 7.1
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Figure 7.5: Windowed waveform (TCOT=15µs) of the event shown in Fig-
ure 7.2
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Figure 7.6: Windowed waveform (TCOT=15µs) of the event shown in Fig-
ure 7.3
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Figure 7.7: Frequency distribution of the event shown in Figure 7.4
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Figure 7.8: Frequency distribution of the event shown in Figure 7.5
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Waveforms detected in 90o Samples - B225 Sensors

The B225 sensors were also used in testing of 90o samples. Due to their

greater sensitivity and difference in frequency response, waveforms detected

with these sensors were also evaluated and compared to those from the B1025

sensors. Some examples of the variety of events detected are shown in Fig-

ures 7.10 to 7.18. Once again, the waveforms display frequency content pri-

marily between 100 and 400 kHz. No significant differnces were observed

from those detected with the B225 sensors.

Waveforms detected in 30o Samples - B225 Sensors

Following are some examples of waveforms detected from 30o off-axis samples

with B225 sensors. It is not appropriate to compare these events with those

detected from the 90o samples due to differences in attenuation with fiber

direction. However, in comparing them amongst themselves, all the same

conclusions drawn for the 90o samples apply here. Notice, however, that a

window of 25 µs has been used to perform the frequency analysis. Also, the

energy content goes to slightly lower frequencies than in those detected in

the 90o samples.
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Figure 7.9: Frequency distribution of the event shown in Figure 7.6
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Figure 7.10: Typical large event detected from a 90o sample where crack-
ing occurred close to the center of the free length. B225 sensors were used
(1V=50db).
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Figure 7.11: Windowed waveform (TCOT=15µs) of the event shown in Fig-
ure 7.10
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Figure 7.12: Frequency distribution of the event shown in Figure 7.11
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Figure 7.13: Typical large event detected from a 90o sample where cracking
occurred close to sensor 2. B225 sensors were used (1V=50db).
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Figure 7.14: Windowed waveform (TCOT=15µs) of the event shown in Fig-
ure 7.13
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Figure 7.15: Frequency distribution of the event shown in Figure 7.14

-0.5

-0.25

0

0.25

0.5

0 20 40 60 80
Time (microseconds)

-0.5

-0.25

0

0.25

0.5

0 20 40 60 80
Time (microseconds)

Channel 1

Channel 2

Figure 7.16: Typical small event detected from a 90o sample. B225 sensors
were used (1V=50db).
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Figure 7.17: Windowed waveform (TCOT=15µs) of the event shown in Fig-
ure 7.16
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Figure 7.18: Frequency distribution of the event shown in Figure 7.17
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Figure 7.19: Typical large event detected from a 30o sample. B225 sensors
were used (1V=50db).
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Figure 7.20: Windowed waveform (TCOT=25µs) of the event shown in Fig-
ure 7.19.
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Figure 7.21: Frequency distribution of the event shown in Figure 7.20
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Figure 7.22: Typical moderate event detected from a 30o sample. B225
sensors were used (1V=50db).
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Figure 7.23: Windowed waveform (TCOT=25µs) of the event shown in Fig-
ure 7.22.
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Figure 7.24: Frequency distribution of the event shown in Figure 7.23

95



Waveforms detected in 45o Samples - B225 Sensors

Following are some examples of waveforms detected from 45o off-axis samples

with B225 sensors. Once again, comparing these events amongst themselves,

all the same conclusions drawn for the 90o and 45o samples apply here. Notice,

just as in the 30o samples, a window of 25 µs has been used to perform the

frequency analysis. Also, the energy content goes to slightly lower frequencies

than in those detected in the 90o samples.
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Figure 7.25: Typical large event detected from a 45o sample. B225 sensors
were used (1V=50db).
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Figure 7.26: Windowed waveform (TCOT=25µs) of the event shown in Fig-
ure 7.25.
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Figure 7.27: Frequency distribution of the event shown in Figure 7.26
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Figure 7.28: Typical moderate event detected from a 45o sample. B225
sensors were used (1V=50db).
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Figure 7.29: Windowed waveform (TCOT=25µs) of the event shown in Fig-
ure 7.28.
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Figure 7.30: Frequency distribution of the event shown in Figure 7.29

7.1.2 Extensional and Flexural Waveforms

Comparison of microcracking waveforms from different sample types can be

made for events occurring directly beneath a sensor. In this way, differences

in attenuation with direction and distance are eliminated. The sensor setup

shown in Figure 7.31 was used for this purpose. Two B225 sensors supply

the location of a given event as done in previous testing. The adjacent B1025

sensors were used to evaluate waveforms occurring directly beneath them. By

suggestion of Dr. Michael Gorman of Digital Wave Corporation, they were

placed on opposite sides of the sample so that the extensional and flexural

components of the waveform could be discriminated. An extensional wave-

form is symmetric, with equal displacement on the top and bottom of the

sample. A flexural waveform is asymmetric. By adding and subtracting the

signals from both sensors, the extensional and flexural components may be
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extracted. Testing of this nature was performed on both 90o and 30o off-axis

samples.

Figure 7.31: Four sensor setup. Two B225 sensors (1 & 4) are used for
location. The B1025 sensors (2 & 3) are used to evaluate waveforms. Units
in cm.

Figures 7.32 and 7.33 are two examples of waveforms detected in a 90o

sample. Figures 7.34 and 7.35 are from a 30o off-axis sample. Variation from

event to event makes a comparison of waveforms in both samples difficult.

However, there are some similarities. Signal duration of the extensional mode

is approximately 5 µε. The extensional mode is also of greater magnitude

than the flexural mode and has similar shape in both samples. Both modes

display frequencies covering the entire range of the broadband sensors used.

Based on these observations, there is no evidence of a difference between the

microcracking in 90o and 30o off-axis samples. It may be that any differences

do not display different acoustic signatures, or that a large number of events

need to be observed for those differences to become evident. Based on the

evidence at hand, events from both samples will be treated in a similar fashion

as outlined in Section 7.6.
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Figure 7.32: (a) Waveforms detected directly beneath sensors 2 and 3 in a
90o sample. (b) Extensional and (c) flexural components of the waveform in
(a). (c) FFT of the extensional and flexural components. (1V=47 dB)
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Figure 7.33: (a) Waveforms detected directly beneath sensors 2 and 3 in a
90o sample. (b) Extensional and (c) flexural components of the waveform in
(a). (c) FFT of the extensional and flexural components. (1V=47 dB)
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Figure 7.34: (a) Waveforms detected directly beneath sensors 2 and 3 in a 30o

off-axis sample. (b) Extensional and (c) flexural components of the waveform
in (a). (c) FFT of the extensional and flexural components. (1V=47 dB)
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Figure 7.35: (a) Waveforms detected directly beneath sensors 2 and 3 in a 30o

off-axis sample. (b) Extensional and (c) flexural components of the waveform
in (a). (c) FFT of the extensional and flexural components. (1V=47 dB)
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7.2 Cumulative Events versus Load Level

Cumulative AE events detected in 90o samples are plotted versus axial stress

in Figure 7.36. There is no pattern with loading rate. Apparently, there

is significant scatter between samples in terms of the number of detectable

events. Up to twice the number of events were detected in separate samples

tested at equal rates.
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Figure 7.36: Cumulative AE events detected in 90o samples versus axial stress
for three loading rates. All testing was performed with B1025 sensors.

Emissions detected from 45o and 30o off-axis samples are shown in

Figures 7.37 and 7.38. Note that the more sensitive B225 sensors were used

for this testing. When the B1025 sensors were used, far fewer events were

detected as shown in Figure 7.39. There is a large swing in event count at

high stress when using these sensors. Since this was not seen when using

the more sensitive sensors, we may conclude that these events are of greater

magnitude and a study of event magnitude is needed.
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Figure 7.37: Cumulative AE events detected in 45o off-axis samples versus
axial stress for two loading rates. All testing was performed with B225 sen-
sors.
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Figure 7.38: Cumulative AE events detected in 30o off-axis samples versus
axial stress for two loading rates. All testing was performed with B225 sen-
sors.
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Figure 7.39: Cumulative AE events detected in 30o off-axis samples with
B1025 sensors.

7.3 Waveform Energy

Distributed cracking in the material emits a variety of acoustic waves de-

pending on the size of the crack that formed and the fracture energy of the

material that fails. The detected waveform is also affected by the distance

of the sensor and direction of travel to the sensor. As discussed in previous

sections, a range of signals was detected; going from those which barely reg-

istered, with the most sensitive sensors available, to those which registered

full scale. The energy of a waveform (i.e., the time-integrated squared am-

plitude) provides a measure of the fracture energy and how much material

failed; larger faster cracks create larger acoustic waves. We are concerned,

however, with the ‘average’ cracking which is being distributed throughout

the material. The average energy of the distributed events can therefore pro-
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vide some insight into how the nature of the cracking changes as the load and

time under load increases. In this way, all variables that affect signal energy

(crack size, fracture energy, distance and direction to sensors) is averaged.

The average energy of an event was calculated from both of the signals

received by the AE sensors using the ‘Energy’ feature of the WaveDetector

software. Waveforms were windowed as shown in the previous section so that

background noise and reflections were omitted from the energy calculation.

These energies were then averaged over all the events detected for every 2

MPa of loading, as shown in Figure 7.40 for 90o samples tested with various

rates.

The average energy emitted during loading is constant from first crack-

ing to failure. This observation has some interesting ramifications. First,

because the energy of an event is a measure of how large a crack gets before

stopping,the average distance a crack runs is therefore not a function of stress

level. Cracks which initiate at low stress propagate the same average distance

as those that initiate at high stress. Second, if cracking is occurring both in

the matrix and at the fiber/matrix interface and their fracture energies are

different, the same portion of cracks initiate in each up until failure. An in-

crease in average energy would be observed if, for example, a greater portion

of matrix cracking was occurring and its fracture energy were higher. Finally,

and of importance in Section 7.6, the ‘detectability’ of individual cracks does

not change throughout the test. If cracks ran a greater distance at higher

stress-levels, they would be more detectable; a greater portion of the cracks

which initiate would trigger the AE equipment. As this does not appear to

be the case, we may conclude that the same portion of cracks are detected

throughout the test. To maintain the same sampling of events in a material

where arrested crack size is a function of stress level, the increase in average
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Figure 7.40: Average event energy detected in 90o unidirectional samples for
three loading histories. The mean energy of all events is shown by the dotted
line.
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event amplitude may be used to account for this effect. By scaling the voltage

threshold for which an event is accepted with the increase in average event

amplitude, the same portion of cracks will be counted throughout the test.

The existence of shear stress in the matrix of the 30o and 45o off-axis

samples does have an impact, however, as shown in Figures 7.41 and 7.42.

Results from both off-axis samples show an upswing in average event energy

at high stress. Since a few large-energy events can quickly bias these results

for the 2 MPa interval used, finer detail is needed to see when this upswing

occurs. With the shear and transverse stresses equal, as in the 45o off-axis

specimen, the upswing in event-energy occurs just prior to failure as shown in

Figure 7.43. These large-energy events account for only 15% of those detected

and have little effect on subsequent analysis. When the proportion of shear

stress is increased to 1.7:1, as in the 30o samples, a larger effect is seen. In

the high rate test shown in Figure 7.44, larger events are detected only in

the last six seconds of loading (about 1 MPa) and again only accounts for a

small portion of events detected. In the low rate test, however, the average

event energy begins to steadily increase about six minutes prior to failure (at

approx. 103 MPa). These events account for approximately 40% of those

detected. It may be that cracks are now running dynamically farther than

they did at lower stress. This has several ramifications as will be discussed

in Section 7.6.
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Figure 7.41: Average event energy detected in 45o off-axis samples at 0.92
MPa/min. The mean energy of all events is shown by the dotted line.
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Figure 7.42: Average event energy detected in 30o off-axis samples for two
loading rates. The mean energy of all events is shown by the dotted line.
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Figure 7.43: Average event energy detected in two 45o off-axis samples from
30 MPa to failure for two loading rates. The mean energy of all events is
shown by the dotted line.
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Figure 7.44: Average event energy detected in 30o off-axis samples from 90
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7.4 Location of Large Events

The increase in average waveform energy discussed in the previous section

may indicate a general increase in arrested crack length for the distributed

microcracking. However, this is only true if these larger microcracks are

uniformly distributed in the free length. To study the location of these larger

cracks, waveforms detected before and after the increase in waveform energy

were first separated. A histogram of the events prior to the increase are shown

in Figures 7.45 and 7.46. Microcracking is uniformly distributed between the

sensors as previously discussed (note: these distributions assume all cracking

occurred along the centerline of the sample).

Next, the location of a subset of the events detected after the increase
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Figure 7.45: Location histogram of microcracking in the free length of a 30o

off-axis sample. All events after the increase in average waveform energy have
been removed.
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Figure 7.46: Location histogram of microcracking in the free length of a 45o

off-axis sample. All events after the increase in average waveform energy have
been removed.
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in waveform energy (those with maximum amplitude greater than 200 mV)

were found as shown in Figures 7.47 and 7.48. Here there is a concentration

of microcracking in both the 30o and 45o off-axis samples in a specific region

of each sample. This concentration may indicate the beginning of crack inter-

action where a larger crack is created than would be otherwise. It may also

simply indicate a region of material that is relatively ‘weaker’ or less able to

arrest crack growth under certain loading conditions. Regardless, this micro-

cracking is not indicative of the distributed cracking and only occurs in the

final stages of loading.
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Figure 7.47: Location histogram of microcracking in the free length of a 30o

off-axis sample. All events before the increase in average waveform energy
have been removed and only events greater than 200mV have been included.
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Figure 7.48: Location histogram of microcracking in the free length of a 45o

off-axis sample. All events before the increase in average waveform energy
have been removed and only events greater than 200mV have been included.
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7.5 Ramp/Hold Testing

In order to exaggerate time-dependent cracking in the 90o samples, a ramp

hold test was performed with hold periods of 20 hours. By using modest

rates, no events were lost during the load-up period. The loading history

and strain response are shown in Figure 7.49. Figures 7.50 and 7.51 show

cumulative events versus time under load and stress respectively. Significant

time-dependent damage is evident from the large accumulation of events dur-

ing the hold periods. Of even greater interest is the behavior seen during the

second and third ramp periods shown in Figure 7.51. During the second load-

ramp, damage does not begin to accumulate until the stress was increased

by about 6 MPa. During the third ramp, an increase of about 3 MPa is

needed. Thus, no additional cracking occurs until the load has increased sig-

nificantly above the holding stress. This may indicate that microstructural

stress relaxation has occurred.

Rubber particles in the matrix produce zones of yielded material be-

tween particles, as discussed in Section 6.1. This will happen especially in

the high stress zones in front of crack tips. The separate phases of material

will result in a redistribution of microstructural stresses resulting in relax-

ation of the yielded regions which drive the crack growth. If stress relaxation

did not occur, the theory in Section 4.1 implies that cracking would occur

immediately upon increased loading. However, with relaxation, the global

stress needs to first overcome the stress relaxation before significant damage

growth can again begin.
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Figure 7.49: Loading history and strain response from ramp/hold testing.
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Figure 7.50: Cumulative AE events versus time detected during ramp/hold
testing of a 90o sample. Testing was performed with B225 sensors.
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Figure 7.51: Cumulative AE events versus stress detected during ramp/hold
testing of a 90o sample. Testing was performed with B225 sensors.
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The previous study of average event energy measured in 90o samples in-

dicated that the ‘detectability’ of individual cracks does not change through-

out the test. Although not seen during load-ramp testing, it is possible that

during the hold periods cracks do not travel as far as as they did during the

periods of continuous loading, consequently not being as detectable. If this

were the case, a decrease in average event energy would be observed. As

shown in Figure 7.52, with the exception, perhaps, of the second ramp, this

was not seen to be the case. Average event energy did not increase or de-

crease during each period of loading. Therefore, the same portion of damage

is detected during the entire test, just as in single ramp to failure testing.

7.6 Interpretation of AE Results

Unidirectional material in its as-manufactured state contains some statistical

distribution of small flaws or cracks that serve as initiation sights for crack

growth. These are the voids, cracks around voids and fiber/matrix debonds

that were viewed by Wood (1996) prior to loading the material. As the

composite is loaded, some of these flaws will become unstable at given levels

of stress, propagate at high speed, and stop upon reaching a crack inhibitor

(fiber, reduced stress zone, etc.). For example, Wood (1996) observed that

the cracks around voids coalesced with debonded fibers around it. Each flaw

has its own distinct initial crack geometry, local stress field (which depends

on the microstructure in the vicinity of the crack tip) and fracture energy or

process zone. Fiber-matrix debond is the same except here we have adhesive-

type failure. As the material fails, energy is transferred from the continuum

and dissipated in a non-conservative fashion to heat and among other things,

an acoustic wave which we detect with the AE sensors.
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If the material were elastic, each flaw would fail at a given level of

globally applied stress. For a given volume of material, if we could count

the number of cracks which fail at each level of global stress, a histogram

of the number of cracks which initiate at each stress level could be found.

This histogram would reflect the distribution of initial crack lengths and

orientations, local stress concentrations (due to local geometry) and fracture

energies of the initial flaws. This distribution will be common to all samples

tested. As the material is actually viscoelastic, crack initiation is a function

of both stress and time. The same flaw will initiate at a lower load given

sufficient time.

The effect of distributed microdamage is a separate issue from how

it varies with loading history. When a given flaw grows is a function of the

properties mentioned. How far it travels depends upon the geometric material

feature that stops its growth, which is again statistical in nature and varies

from flaw to flaw. Indeed, as discussed in Section 7.3, the average energy

of an event, and therefore the average size of crack growth, does not vary

with stress level. The effect of the growth of a given flaw will be proportional

to how large a given crack gets; a larger crack yields more softening. The

AE data tells us when and at what load a crack has grown rapidly. The

magnitude of that event is not relevant to finding how the distribution of

flaws varies with different loadings. These factors lead to the question of

whether all cracking in the composite is detectable.

Not all matrix-cracks are detected with the acoustic emission sensors.

Some are to small as they start and don’t travel far before stopping, thus

not giving off a strong acoustic wave. Others, depending on the loading,

may not grow dynamically but exhibit slow sub-dynamic growth. This is

acceptable as only a statistically significant number needs to be detected to get
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the correct distribution. For example, say you want the strength distribution

for a material. You have 100 samples but have information on only 50. As

long as that 50 is representative of the inital population of flaws, you still

get the same distribution of strengths regardless of whether one hundred or

one thousand are tested. Testing one coupon gives the same information as

cutting small samples around each flaw and testing these individually to find

its fracture stress and time.

Recognizing that not all matrix-cracks are detected with the acoustic

emission sensors and that variations in the ‘detectability’ of events can change

during a test, three items must be held constant to ensure that the correct

distribution of cracks is found:

1- The volume of material over which cracking is detected.

2- The minimum size of cracks being detected.

3- The portion of cracks detected.

Changes in the wavespeed will affect the volume over which events are ac-

cepted and damping affects the minimum detectable size. Cracking that

increases in magnitude with stress level, which affects the portion of cracks

detected, has already been addressed. Loading the material may have an ef-

fect on both wavespeed and damping as the stiffness of the material changes

and damage is introduced throughout the volume. If wavespeed drops, and

we assume it to be constant throughout the test, the volume of material from

which events are accepted will decrease. Fewer events will be registered than

should have been. If damping increases, fewer events will be detectable and

the proportion of cracking detected will change throughout the test. Whether

significant changes do occur needs to be checked; if there are any, analysis of

the AE data needs to be calibrated accordingly.
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7.7 Change in Material Acoustical Properties

In order to measure changes in the wavespeed and damping of acoustic waves

in the material during loading, waveforms similar to those emitted by matrix

cracking need to be introduced. We saw in Section 7.1.1 that the predom-

inant amount of energy in the waveforms detected at the location sensors

lay between 100 to 400 kHz. From the study in Section 7.1.2, we know that

these waves are predominantly extensional. The same experimental setup as

shown in Figure 7.31 was used for this study except one of the B225 sensors

(previously used for location) is now used as a pulsing sensor. This sensor

was pulsed at 150kHz and 300kHz using the AE-CAL equipment built by

Physical Acoustics Corporation. Table 7.1 shows the settings used. A 90o

and 30o off-axis sample was ramped and held at various stress levels where

the sensor was pulsed at both frequencies.

Once again, sensors 2 and 3 were used to differentiate extensional

and flexural waveforms. As shown in Figures 7.53 through 7.56, the waves

produced in both 90o and 30o off-axis samples are predominantly extensional

as desired. Wavespeed of the extensional mode was measured from the arrival

times at sensors 2&3 and 4. This speed was found to vary less than 5% in 90o

and 30o off-axis samples from zero load to the highest stress tested. However,

there was an effect on damping.

The maximum amplitudes of the extensional and flexural modes mea-

sured at sensors 2&3 at various load levels are shown in Figures 7.57 and 7.58.

From the stress level at which events are first detected, the maximum decrease

in amplitude is at most 12% (300 kHz extensional mode in the 90o sample)

One could correct for this effect by weighting the number of events detected

by these ratios, but the changes are small enough that the derived distribution
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is not significantly affected, and no corrections were made.

Table 7.1: Hardware settings on AE-CAL to produce waveforms for the
wavespeed/damping study.

.
Amplitude 99dB

Burst 10µs
Delay 70µs

Rise Time 10µs
Delay Time 10µs
Frequency 150 or 300 kHz
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Figure 7.53: Extensional and flexural waveforms at 150kHz detected by sen-
sors 2&3 and produced by sensor 4 in a 90o sample.
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Figure 7.54: Extensional and flexural waveforms at 300kHz detected by sen-
sors 2&3 and produced by sensor 4 in a 90o sample.
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Figure 7.55: Extensional and flexural waveforms at 150kHz detected by sen-
sors 2&3 and produced by sensor 4 in a 30o sample.
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Figure 7.56: Extensional and flexural waveforms at 300kHz detected by sen-
sors 2&3 and produced by sensor 4 in a 30o sample.
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Figure 7.57: Maximum amplitude of the pulsed waves in a 90o sample at 150
and 300kHz versus axial stress.
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Figure 7.58: Maximum amplitude of the pulsed waves in a 30o sample at 150
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7.8 Calculation of the CDF of Microcracking

Having confirmed that the same portion of cracking relative to the total

number of cracks is detected throughout a given experiment, we may find

the CDF of microcracking, P (L), as discussed in Chapter 4. The loading

parameter, L, of Equation 4.34 was calculated for every event detected based

on its failure time and calculated stress on the NLVE phase of the material.

This stress was found by subtracting a viscoplastic strain, Equation 4.29, from

the global strain and using this strain to find the stress on the LVE material

through Equation 4.27. Stress on the NLVE phase is found by subtracting

this stress from the global stress at the time of the event, Equation 4.28.

Finally, a histogram of events versus L was used to calculate the PMF and

CDF, Equations 4.33 and 4.35.

Material constants to perform the above analysis, shown in Table 7.2,

were found by comparing distribution functions found from samples loaded

with different loading histories. In the 90o samples, of primary importance

were data from the ramp/hold test as these data emphasized the time-

dependence of the microcracking. In addition to the ramp/hold testing from

Section 7.5 and the load/unload test from Section 6.1, other loading histories

used on 90o samples are shown in Figure 7.59. Due to shortages in unidi-

rectional material, only constant ramp testing was performed on off-axis 45o

and 30o samples.

Time or rate-dependence of the microcracking in 90o samples was very

weak. In fact, the range of rates used in Figure 7.59 had very little impact.

Shown in Figure 7.60 is the PMF of cracking using axial stress as a distri-

bution parameter, the parameter used if the material were simply elastic.

Similar distributions were found for all monotone increasing loadings. Each
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curve represents the average of multiple samples. The CDF is shown in Fig-

ure 7.61. The rate effect is only evident from ramp/hold and load/unload

testing as shown in Figure 7.62. With the addition of shear stress, as in the
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Time (min.)
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Rate 3

~ t0.4

~ t3

Figure 7.59: Loading histories used in AE testing of 90o samples.

off-axis samples, the rate effect on cracking becomes much stronger. Shown

in Figure 7.63, the distribution of cracking with axial stress is affected by

loading rate. Each curve for the 45o off-axis data represents the average of

multiple tests.

Using material properties shown in Table 7.2 and a value of q=12.5,

data from all 90o testing was collapsed to a single distribution of the loading

parameter L, as shown in Figure 7.64. Data bounds collected from rate testing

shown in Figure 7.59 are indicated by the dotted lines. Again, no difference is

seen between these loading histories. Data from ramp/hold testing has been

broken into separate pieces so cracking from each segment is easily viewed.

Data from the load/unload experiment is also shown.
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Figure 7.60: PMF of AE events detected from 90o samples loaded with dif-
ferent histories when using axial stress as the distribution parameter.

0

0.2

0.4

0.6

0.8

1

0 10 20 30 40 50 60 70
Axial Stress (MPa)

0.35 MPa/min

1.05 MPa/min

3.1 MPa/min

Power law ~ t^0.4

Power law ~ t^3

θ = 90°

Figure 7.61: CDF of AE events detected from 90o samples loaded with dif-
ferent histories when using axial stress as the distribution parameter.
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Ramp/Hold testing are compared with the other loadings.
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different rates when axial stress is used as the distribution parameter.
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Table 7.2: Effective transverse properties of the LVE phase used to calculate
the loading parameter L for 90o samples.

.
LVE Properties

E0 5.52 GPa
E1 1.04 GPa minn

n 0.08
V/P Properties

C 1.69E-11 GPa−pmin−1

p 8.5
r 0.8
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Load/
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θ = 90°

Ramp/Hold
Experiment

Figure 7.64: CDF of AE events detected from all 90o samples with L as
the distribution parameter. Data bounds collected from the rate testing are
shown by the dotted lines. Data from ramp/hold testing has been broken
into separate pieces so cracking from each segment is easily viewed.
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Limited data from off-axis samples restricted full analysis of the mixed-

mode distributed cracking. Either ramp/hold testing or testing with much

larger differences in rate are needed to exaggerate the time effects. However,

based on this data a simplified analysis was performed where much of the

microstructural relaxation was neglected for the short duration of testing.

Figure 7.65 includes cracking detected in the off-axis samples with 90o data

for reference, where only E0 = 0.55GPa (transverse stiffness) has been used

in calculating L. All other material parameters were not included. Using

this one adjustment, all high rate testing collapses to a single distribution

regardless of loading direction (also note that Ω=1 so that transverse and

shear stresses contribute equally to the loading parameter). There is a distinct

shift at the lower rates, however. Recall that β, of Equation 4.37, is a free

parameter as it is unknown how much of the distribution P (L) is detected

prior to specimen failure. Estimated values of β for the lower rate tests are

also shown. Notice, for example, that β = 0.58 for the low-rate test on 45o

off-axis samples. This indicates that approximately 60% of the distribution

of flaws grew dynamically prior to failure of the sample. However, as shown

in Figures 7.37 and 7.38, there are clearly more events detected from samples

loaded at lower rates. One might conclude that a higher event count indicates

just the opposite, that β be smaller for the higher rate test. However, changes

in the detectability of cracking with rate will have the same effect.

Two mechanisms may alter the detectability of a crack with loading

rate. First, as already discussed, the average arrested crack length may be

affected. Second, higher loading rates may result in a greater percentage of

the flaws growing sub-dynamically, consequently they do not emit a strong

acoustic signal. In that the average energy of a waveform is not affected

by loading rate, indicating that the average arrested crack length does not
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depend on rate, the latter physical explanation appears more likely. There-

fore, we conclude that the quantity of cracks which fail dynamically depends

on loading rate. The inital distribution of flaws is still the same. Only the

quantity that are detectable changes, thereby reducing the sampling of the

population of flaws.

A consequence of having both dynamic and sub-dynamic cracking is a

change in the effect of each with loading rate. If less cracks fail dynamically

at higher rates, less softening is attributable to this type of damage which can

be monitored. Sub-dynamic cracking is consequently a damage effect which

can not be tracked and must currently be inferred through the stress-strain

behavior.

To complete the analysis of the detectable cracks, we return to Equa-

tion 4.34. At longer times the quantity Ω now becomes significant. Although

it is principally a function of time, constant values (less than the value at the

high rate) for both the 30o and 45o samples were sufficient to match the rest

of the data, as shown in Figure 7.66.
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Figure 7.65: CDF of AE events detected from off-axis and 90o samples loaded
with different rates with L as the distribution parameter.
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Figure 7.66: CDF of AE events detected from off-axis and 90o samples loaded
with different rates with L as the distribution parameter.

139



7.9 Final Comments on AE Experiments and

Analysis

Ramp/Hold testing was the most beneficial in isolating the time or rate ef-

fects of microcracking in 90o samples. Although creep testing is frequently

used to find time-dependence of stress-strain behavior, as analysis is greatly

simplified, here the limitation is with data acquisition. A step loading (in

reality a very high rate ramp) causes a large quantity of cracking in a very

short interval. Current data acquisition computers are not fast enough to

capture all of this data. In addition, continued loading subsequent to a hold

period is also important. Material parameters which successfully account for

a first ramp and hold portion of loading do not account for cracking detected

in the subsequent loading. Data from a subsequent loading gives the best

indication of the amount of microstructural relaxation which has occurred

from the observed delay in cracking.

Using the CDF of microcracking as a damage variable greatly simplifies

the analysis of rate-dependent cracking. A wide variation in cumulative event

count was observed for identical loadings and can completely mask any rate

effects. This is probably due to variations in test to test on the ‘detectability’

of events. Sensor placement, coupling, choice of the region of material to be

tested, thickness, variation in sensor sensitivity and many other factors can

affect the total number of events detected. However, very little variation was

observed in the CDF of this cracking from sample to sample and from two

sensor types. Indeed, this may be effective for viewing differences in cracking

of different material systems where the ‘detectability’ of events varies with

material system due to differences in material acoustical properties.
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Chapter 8

Characterization of Viscoelastic

Functions

8.1 Linear Viscoelastic Properties

The linear viscoelastic compliance of the composite under study was fit with

a power-law

D(t) = D0 +D1t
n. (8.1)

Typically, one extracts the creep compliance by performing creep testing

and plotting the data against tn while iterating on n until the best linear

fit is found. The D1 is the slope and D0 the intercept. However, from a

practical standpoint, one must test at very low stresses to see linear behavior.

Consequently, the change in strain is quite small. Experimental scatter can

significantly affect the results. Indeed, small errors in n can lead to large

error for long-term predictions (Tuttle and Brinson, 1986).

The material under study displayed considerable scatter at low stress

during creep loading, as shown for a 90o sample in Figure 8.1. However, the
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recovery portion showed very little scatter. Linear viscoelastic recovery strain

can be written as

εr = D1σ[(1− λ)n − λn]tn1 (8.2)

where t1 is the unloading time and λ is the normalized time

λ =
t− t1
t1

. (8.3)
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-1

Do+D1tn

tn (sn)

Figure 8.1: Linear viscoelastic creep of a 90o unidirectional sample. Multiple
length creep cycles are shown.

Recovery data can easily be fit by iterating on n until a best linear fit is

found to εr
σ plotted against [(1−λ)n−λn] where D1 is the slope. Alternatively,

one could also perform creep tests for several lengths of time, t1. Upon

choosing the correct value for n, the recovery curves will collapse into a single

curve (Lou and Schapery, 1971). This method was used in this study for

additional reasons.
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Forseeing that the LVE creep compliance will be used as a basic func-

tion in conducting the NLVE analysis, and that stress tends to accelerate the

time scale, we need to validate that the material behaves as a power law for

all times of interest, that is for very small and very large λ. Long creep cycles

provide accurate data for small values and short creep cycles for large values.

Large values of λ are affected by strain wandering in long creep tests and

small values of λ are affected by the fact that loading is not instantaneous

for short tests; one typically only analyzes data starting at 10x’s the loading

time. Therefore, accurate data can be acquired for all λ constructing an en-

tire recovery curve from multiple length creep tests while only using recovery

data from those tests over a time for which strain wandering was negligible.

In this study multiple length creep tests at 1E2, 1E3, 1E4 and 1E5

seconds were used to generate a recovery curve as shown in Figure 8.2 for a

90o sample. A power law is found to fit this data extremely well for all λ.

Figures 8.3 and 8.4 show the transverse and shear compliance recovery curves

generated from a 30o off-axis sample by the same methodology. Notice that

the exponent, n, needed to collapse the shear compliance data is different

than for the transverse data. This implies that the matrix is not isotropic.

The fiber/matrix interphase region probably plays a significant role in the

causing the observed behavior. If this region is rubbery (incompressible) in

nature, transverse loading will appear stiffer as the intephase region draws in

surrounding material. With shear loading, this does not occur and the region

allows larger relative motion of the fiber and matrix. Consequently, a larger

compliance, and higher effective exponent, is observed in shear. Figures 8.5

and 8.6 show the recovery curves from 45o off-axis samples where once again

the difference in exponents is observed.
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Figure 8.2: Low stress recovery of a 90o unidirectional sample. Multiple
length creep cycles have been used to construct the entire recovery curve.
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Figure 8.3: Linear viscoelastic recovery of the shear compliance in a 30o off-
axis sample. Multiple length creep cycles have been used to construct the
entire recovery curve.
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Figure 8.4: Linear viscoelastic recovery of the transverse compliance in a 30o
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entire recovery curve.
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Figure 8.5: Linear viscoelastic recovery of the shear compliance in a 45o off-
axis sample. Multiple length creep cycles have been used to construct the
entire recovery curve.
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Figure 8.6: Linear viscoelastic recovery of the transverse compliance in a 45o

off-axis sample. Multiple length creep cycles have been used to construct the
entire recovery curve.

8.1.1 Effect of Damage on Linear Viscoelastic Response

The effect of damage on the linear viscoelastic response can be evaluated in

the same was as the nonlinear response. Recovery at low stress is given by

Equation 2.42,
(εr − εcvp)

σtni
= glc1 D1[(1− λ)n − λn]. (8.4)

where all effects of damage are in glc1 ; glc1 = 1 in the as-manufactured state.

Low-stress creep/recovery tests were performed on several 90o and 30o

samples before and after high stress loadings. Tables 8.1 and 8.2 show the

loading used to damage the material and the effect on glc1 . A small, but

identical, increase was seen in 90o samples at all stress levels tested. No effect

was seen on either the shear or transverse recovery in 30o off-axis samples.
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Table 8.1: Creep cycling and the effect on glc1 in 90o samples.

.
Creep Stress (MPa) Cycles glc1

35 9 @ 100s 1.08
41 9 @ 100s 1.09
55 9 @ 1000s 1.08

Table 8.2: Creep cycling and the effect on glc1 in 30o off-axis samples.

.
Creep Stress (MPa) Cycles glc1 Shear glc1 Transverse

61 2 @ 1000s 1.0 1.0
83 1 @ 1000s 1.0 1.0

8.2 Cyclic Effect on Creep and Recovery

When the material is loaded quickly to a high stress it is damaged upon load-

up and the damage continues to grow while the load is held. Plastic strain

may also increase during this period. Upon unloading, the damage growth

ceases as does the increase in plastic strain. Upon repeated loadings, the

increment of damage and plastic strain with each cycle may become negligible.

A measurement of interest is the additional strain due to each cycle. When

the change in creep/recovery strain due to each additional cycle is negligible,

the material is called ‘mechanically conditioned’. All data displayed in this

section has been conditioned with 9 creep/recovery cycles.
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Following are some examples of the cyclic creep/recovery response from

90o and off-axis laminates. In each case, strains from each cycle have been

zeroed at the beginning of that cycle so that only strain due to the current

loading is displayed. For all stresses tested, some portion of the strain in the

initial cycles was permanent. Sufficient time was left between cycles so that

hereditary effects from the previous cycles do not affect the data shown.

8.2.1 Cyclic Response of 90o Samples

Cyclic behavior at 60% of failure strength

Figures 8.7 and 8.8 show the cyclic creep and recovery of a 90o sample loaded

at 41 MPa. The conditioned curve represents an average of repeated cycles.

First looking at creep, little effect, aside from that at initial load-up, is seen

from cycle to cycle. One might conclude that little damage has been done

to the material. However, as will be shown in Section 8.3, loading to this

stress produces considerable damage and has a distinct effect on strain. We

may therefore conclude that the majority of damage is done upon load-up

and there is little effect from damage growth during the 100s creep period.

This is confirmed by looking at the recovery portion. A small amount of

plastic strain has been removed from cycles 1 and 2 (9 and 2 microstrain

respectively). If strain during creep was significantly affected by the growth

of damage, the shape of the recovery curve in Figure 8.8 would not match that

of the conditioned response due to the hereditary effect of the damage history

integral, I2 of Equation 2.25. Yet, cycles 1 and 2 match the conditioned

response.
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Figure 8.7: Cyclic transverse creep compliance at 41 MPa in a 90o sample.
Strain has been zeroed at the beginning of each cycle.
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Figure 8.8: Cyclic transverse recovery compliance at 41 MPa in a 90o sample.
Strain has been zeroed at the beginning of each cycle. A small amount of
plastic strain has been removed from cycles 1 and 2.
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Cyclic behavior at 80% of failure strength

Figures 8.9 and 8.10 show the cyclic creep and recovery of a 90o off-axis sample

loaded at 55 MPa. The conditioned curve represents an average of repeated

cycles. Here the effect of damage and growth of plastic strain is more evident

as the first creep cycle clearly shows more time dependence than the other

cycles. A large difference in the recovery curves is due to the viscoplastic

strain accumulated during creep and masks the damage effects on the v/e

strain. It is not possible to find the exact value of the v/p strain without

curve fitting Equation 2.26, unless the effect of damage growth during creep

has little hereditary effect, as was the case at 41 MPa. That is, whether

or not the g2 parameter changes appreciably during creep. Without going

through this rigor, it is possible to quickly check if the effect is significant.

If g2 does not change appreciably during creep, then g2(0) ≈ g2(ti) and

I2 ≈ 0 as shown in Equation 2.26. This leads to a recovery equation similar

to that for the conditioned material, Equation 2.29, except the conditioned

parameters are the values at the end of the creep cycle, time ti. If this is

the case, then the removal of a constant v/p strain and vertical shifting, as

outlined in Section 2.3.2, will collapse the recovery data from each cycle.

Here, after vertical shifting and the removal of plastic strain, the shape of the

conditioned recovery curve is still different than seen in the first two cycles, as

shown in Figure 8.11. The hereditary damage effect appears to be significant.
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Figure 8.9: Cyclic transverse creep compliance at 55 MPa in a 90o sample.
Strain has been zeroed at the beginning of each cycle.
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Figure 8.10: Cyclic transverse recovery compliance at 55 MPa in a 90o sample.
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Figure 8.11: Cyclic transverse recovery compliance at 55 MPa in a 90o sample.
Strain has been zeroed at the beginning of each cycle. Cycles 1 and 2 have
been vertically shifted and plastic strain removed.
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8.2.2 Cyclic Response of 30o Off-axis Samples

Figures 8.12 and 8.13 show the cyclic creep and recovery of a 30o off-axis

sample loaded at 69 MPa. The conditioned curve represents an average of

repeated cycles. Despite the softening effect of damage, the amount of shear

creep strain decreases with each cycle as the addition of plastic strain drops

off. Aside from the initial compliance, little effect of damage is seen on the

transverese strains.

That transverse strains are not affected by cycling at this load is also

evident in the recovery where no difference from cycle to cycle is seen. Since

the Damage Effect Study clearly shows an effect of loading even to 10 MPa

below this stress, we again conclude that all damage affecting the transverse

strains was done upon load-up in the first cycle.

Recovery of the shear strain sees a strong cycle-to-cycle variation. A

large effect is due to plastic strain accumulated during creep and masks the

damage effects on the v/e strain. As done for the 90o data at 55 MPa, this

strain is removed to see if vertical shifting will collapse the data, as shown in

Figure 8.14. Here, the shape of the conditioned recovery curve is still different

than seen in the first two cycles. Once again the hereditary damage effect is

significant and/or the effect of damage is more complicated in this material

than assumed.
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Figure 8.12: Cyclic (a) shear and (b) transverse creep compliance at 69 MPa
in a 30o off-axis sample. Strain has been zeroed at the beginning of each
cycle.
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Figure 8.13: Cyclic (a) shear and (b) transverse recovery compliance at 69
MPa in a 30o off-axis sample. Strain has been zeroed at the beginning of
each cycle.
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Figure 8.14: Cyclic shear recovery compliance at 69 MPa in a 30o off-axis
sample. Strain has been zeroed at the beginning of each cycle. Cycles 1 and
2 have been vertically shifted and plastic strain removed.
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8.3 Results from the Damage Effect Study

8.3.1 Damage Effect in 90o Samples

Figure 2.2 shows the general loading history used in this study. Table 8.3

designates each damage state by the stress level used and number of cy-

cles. These stress levels are shown on a stress-strain curve for reference in

Figure 8.15. Conditioned cycles were for 100s and 1000s.

Table 8.3: Damage states used in the damage effect study on 90o samples.

.
Damage State Stress (MPa) Cycles

S1 31 9 @ 1000s
S2 41 9 @ 1000s
S3 55 9 @ 1000s

Figures 8.16 and 8.17 show the effect of damage on the transverse

creep compliance at 31 and 41 MPa. Figures 8.18 and 8.19 show the effect

on recovery from these cycles. Each curve represents the average of multiple

cycles. As discussed in Section 2.3.2, if when plotted on a log-log scale the

recovery strain at different damage states can be vertically shifted to coincide

for a given stress level, damage only enters the recovery equation through glc1 g
c
2

and does not affect aσ. As shown in Figure 8.20, vertical shifting does indeed

collapse the recovery curves at both stress levels. However, it should be noted

that a small amount of constant strain needed to be removed from the more

highly damaged cycles prior to vertical shifting.
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Figure 8.15: Stress strain response of 90o samples with the stresses used in
the damage effect study.
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Figure 8.16: Transverse creep compliance of a 90o sample at 31 MPa for three
damage states. Damage states are shown in Table 8.3.
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Figure 8.17: Transverse creep compliance of a 90o sample at 41 MPa for three
damage states. Damage states are shown in Table 8.3.
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Figure 8.18: Transverse recovery compliance of a 90o sample at 31 MPa for
three damage states. Damage states are shown in Table 8.3.
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Figure 8.19: Transverse recovery compliance of a 90o sample at 41 MPa for
three damage states. Damage states are shown in Table 8.3.
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Figure 8.20: Transverse recovery compliance of a 90o sample at 31 and 41
MPa. Higher damage states have been vertically shifted to the lowest state
tested. Damage states are shown in Table 8.3.
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Analyses of thes data as described in Section 2.3.2 yields the damage

ratios shown in Figure 8.21. Here we have defined the damage state, S, as the

value of the Cumulative Distribution Function of microcracking. Estimates

of these values were made based the CDF derived from the ramp testing

presented in Section 7.8 for the three damage states shown. At both stress

levels, the creep and recovery ratios, Rc and Rr, are the same. This indicates

that damage only affects gc2 and does not affect gc1. The elastic compliance

actually stiffens with increased damage as Re decreases with S.
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Figure 8.21: Transverse compliance damage effect ratios from a 90o sample. A
damage state has been characterized by the Cumultive Distribution Function
of microcracking at that state. Estimates for the value of the CDF were made
from the ramp testing of Section 7.8.

8.3.2 Damage Effect in 45o Samples

Table 8.4 designates each damage state in this study by the stress level and

number of cycles at that stress. A stress-strain curve with these stresses
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labeled is shown for reference in Figure 8.22. Conditioned cycles were for

100s and 1000s.

Table 8.4: Damage states used in the damage effect study on 45o samples.

.
Damage State Stress (MPa) Cycles

S1 38 9 @ 1000s
S2 62 9 @ 1000s
S3 76 1 @ 10s
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Figure 8.22: Stress strain response of 45o samples with the stresses used in
the damage effect study.
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45o Off-axis: Shear Compliance

Figures 8.23 and 8.24 show the effect of damage on the shear creep and

recovery compliances at 38 and 62 MPa. Each curve represents the average

of multiple cycles. Note that the recovery curves have been vertical shifted

to the lowest damage state at each stress and a constant amount of strain

was removed prior to vertical shifting, as was done for the 90o samples. This

strain was larger for the 1000s cycles than for the 100s cycles. Also, the

vertical shifting did not completely account for the effect of damage at 38

MPa. Notice the curves from different damage state did not collapse well.

After removing the additional strain, the data was analyzed as described in

Section 2.3.2. Damage ratios are shown in Figure 8.25. Unlike the transverse

strain measured for 90o samples, the creep and recovery ratios, Rc and Rr,

are not the same. Damage therefore enters through both gc1 and gc2.
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Figure 8.23: Shear creep compliance of a 45o off-axis sample at 38 MPa and
62 MPa for three damage states. Damage states are shown in Table 8.4.
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Figure 8.24: Shear recovery compliance at 38 and 62 MPa of a 45o off-axis
sample. Higher damage states have been vertically shifted to the lowest state
tested. Damage states are shown in Table 8.4.
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Figure 8.25: Shear compliance damage effect ratios from a 45o sample. A
damage state has been characterized by the Cumultive Distribution Function
of microcracking at that state. Estimates for the value of the CDF were made
from the ramp testing of Section 7.8.
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45o Off-axis: Transverse Compliance

Figures 8.26 and 8.27 show the effect of damage on the transverse creep and

recovery compliances at 38 and 62 MPa. As was done for the shear recovery

data, the transverse recovery curves have been vertically shifted to the lowest

damage state at each stress after a constant amount of strain was removed.

This shifting worked better for the transverse data than for the shear. This

strain was larger for the 1000s cycles than for the 100s cycles. Damage ratios

are shown in Figure 8.28. As in the 90o sample, the creep and recovery ratios,

Rc and Rr, are the same, indicating that damage does not affect gc1.
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Figure 8.26: Transverse creep compliance of a 45o off-axis sample at 38 MPa
and 62 MPa for three damage states. Damage states are shown in Table 8.4.
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Figure 8.27: Transverse recovery compliance at 38 and 62 MPa of at 45o off-
axis sample. Higher damage states have been vertically shifted to the lowest
state tested. Damage states are shown in Table 8.4.
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Figure 8.28: Transverse compliance damage effect ratios from a 45o sample. A
damage state has been characterized by the Cumultive Distribution Function
of microcracking at that state. Estimates for the value of the CDF were made
from the ramp testing of Section 7.8.
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8.3.3 Damage Effect in 30o Samples

Table 8.5 designates each damage state in this study by the stress level and

number of cycles at that stress. A stress-strain curve with these stresses

labeled is shown for reference in Figure 8.29. Conditioned cycles were for

100s.

Table 8.5: Damage states used in the damage effect study on 30o samples.

.
Damage State Stress (MPa) Cycles

S1 38 9 @ 100s
S2 59 9 @ 100s
S3 97 1 @ 15s

0

20

40

60

80

100

120

0 0.5 1 1.5 2
Axial Strain(%)

Linear Elastic

10.35 MPa/min
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Figure 8.29: Stress strain response of 30o samples with the stresses used in
the damage effect study.
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30o Off-axis: Shear Compliance

Figures 8.30 and 8.31 show the effect of damage on the shear creep and

recovery compliances at 38 and 59 MPa. Each curve represents the average

of multiple cycles. Once again, the recovery curves have been vertical shifted

to the lowest damage state at each stress and a constant amount of strain

was removed prior to vertical shifting. Vertical shifting worked better in the

30o samples than in the 45o at 38 MPa, but there are slight differences at

long times. After removing the additional strain, the data was analyzed as

described in Section 2.3.2. Damage ratios are shown in Figure 8.32. Once

again, as seen for the 45o samples, the creep and recovery ratios, Rc and Rr,

are not the same. Damage therefore enters through both gc1 and gc2.
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Figure 8.30: Shear creep compliance of a 30o off-axis sample at 38 MPa and
59 MPa for three damage states. Damage states are shown in Table 8.5.
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Figure 8.31: Shear recovery compliance at 38 and 59 MPa of at 30o off-axis
sample. Higher damage states have been vertically shifted to the lowest state
tested. Damage states are shown in Table 8.5.
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Figure 8.32: Shear compliance damage effect ratios from a 30o sample. A
damage state has been characterized by the Cumultive Distribution Function
of microcracking at that state. Estimates for the value of the CDF were made
from the ramp testing of Section 7.8.
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30o Off-axis: Transverse Compliance

Figures 8.33 and 8.34 show the effect of damage on the transverse creep and

recovery compliances at 38 and 59 MPa. As was done for the shear recovery

data, the transverse recovery curves have been vertically shifted to the lowest

damage state at each stress after a constant amount of strain was removed.

Damage ratios are shown in Figure 8.35. Once again, the creep and recovery

ratios, Rc and Rr, are the same, indicating that damage does not affect gc1.
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Figure 8.33: Transverse creep compliance of a 30o off-axis sample at 38 MPa
and 59 MPa for three damage states. Damage states are shown in Table 8.5.
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Figure 8.34: Transverse recovery compliance at 38 and 59 MPa of a 30o off-
axis sample. Higher damage states have been vertically shifted to the lowest
state tested. Damage states are shown in Table 8.5.
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Figure 8.35: Transverse compliance damage effect ratios from a 30o sample. A
damage state has been characterized by the Cumultive Distribution Function
of microcracking at that state. Estimates for the value of the CDF were made
from the ramp testing of Section 7.8.
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8.4 Conditioned Material Behavior

The following section displays that the material with fixed amount of damage

is clearly nonlinear elastic and viscoelastic. However, standard data analysis

methods for deriving the stress dependence of nonlinear viscoelastic materials

without growing damage, as described by the constitutive theory by Schapery

(1969), do not work on the material under study. We find that horizontal and

vertical shifting of the recovery data for the effect of stress does not work in

this case, despite being a successful method for many materials in the past.

A similar method of data analysis will be briefly reviewed and compared with

the data for this material.

For fixed amounts of damage, the stress dependence of the material

is found through creep/recovery testing at multiple stress levels. All stresses

are at or below the stress at which the material was conditioned and for cycle

durations equal or less than the conditioning cycles. In this way, little or no

additional damage is done to the material and we effectively have a snapshot

of the material behavior at a fixed damage state.

Data analysis was performed in a similar fashion to that outlined by

Schapery (1969) for materials without damage where the creep and recovery

curves at elevated stresses are shifted to the linear response. Here in the

conditioned state we have Equations 2.36 and 2.37 for the creep and recovery

behavior. The slope of the creep response when plotted versus tn is
gc1g

c
2D1

anσ

and the intercept gc0D0. Knowing D0 and D1 from low stress testing, creep

data yields
gc1g

c
2

anσ
and gc0 for each stress level. As discussed previously, glc1 has

a negligible effect on the recovery response. Removing it and rearranging,

(εr − εcvp)

σ( ti
aσ

)n
= gc2D1[(1− aσλ)n − (aσλ)n]. (8.5)
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Using the linear behavior as a reference the high stress data was shifted to

εr
σ

= D1[(1− λ)n − (λ)n]. (8.6)

where the aσ divides the time scale and gc2 is a vertical shift when plotted on

a log-log plot. Thus, aσ and gc2 are found directly and can be compared to

the ratio
gc1g

c
2

anσ
found from creep testing to find gc1.

8.4.1 90o testing

A 90o sample was conditioned at 55 MPa ( 80% of failure strength) with

creep/recovery durations of 100s. Figure 8.36 shows the creep response of this

conditioned behavior for stress levels at or below 55 MPa. Each curve repre-

sents the average response from multiple cycles at a given stress. Clearly this

the material is nonlinear as both the slope and intercept of the creep curves

increase with stress level. Figure 8.37 shows the recovery of the same 90o

sample after creep at various stress levels. The higher stress curves represent

the average of multiple cycles and have been shifted to the linear response

by various amounts. At no stress level does the data shift well to the linear

behavior even with removal of some constant strain.

8.4.2 30o off-axis testing

A 30o off-axis sample was conditioned at 69 MPa ( 60% of failure strength)

with creep/recovery durations of 100s. Figures 8.38 and 8.39 show the creep

response of this conditioned behavior for stress levels at or below 69 MPa.

Each curve represents the average response from multiple cycles at a given

stress. The shear compliance is also clearly nonlinear elastic and viscoelastic

as both the slope and intercept of the creep data increases with stress level.
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Figure 8.36: Transverse creep compliance of a 90o sample at various stress
levels. The sample has been mechanically conditioned at 55 MPa.
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Figure 8.37: Transverse recovery compliance of a 90o sample from creep at
various stress levels. Higher stress data has been shifted to the linear curve
after subtracting small amounts of constant strain.
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Figure 8.38: Shear creep compliance of a 30o sample from creep at various
stress levels. The sample has been mechanically conditioned at 69 MPa.
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Figure 8.39: Transverse creep compliance of a 30o sample from creep at vari-
ous stress levels. The sample has been mechanically conditioned at 69 MPa.
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Figures 8.40 and 8.41 show the shear and transverse recovery of a 30o

off-axis sample after creep at various stress levels. The higher stress curves

represent the average of multiple cycles and have been shifted to the linear

response. The shear data clearly does not shift well to the linear behavior.

The effect of stress is more complicated than Equation 8.5 would imply. The

transverse data, matches fairly well over the time-frame shown, but a small

constant strain needed to be subtracted from each cycle.
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Figure 8.40: Shear recovery compliance from creep at various stress levels.
Higher stress data has been shifted to the linear curve.
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Figure 8.41: Transverse compliance from creep at various stress levels. Higher
stress data has been shifted to the linear curve.
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8.5 Discussion on Viscoelastic Behavior

Conditioned Behavior

The inability to shift recovery data at higher stress levels to the linear re-

sponse makes a full characterization of this material impossible at this time.

Such shifting is essential to all the experimental and data analysis methods

developed to accommodate growing damage. It was implicitly assumed based

on the wealth of materials that have displayed such behavior. Presumably,

they will work on this wide class of materials.

Several analysis methods to characterize the conditioned recovery were

attempted. First, returning to the theory presented in Chapter 2, it was

assumed that a single hereditary integral would describe the viscoelastic be-

havior, again based on past experimental studies. However, damage may

necessitate the use of two or more hereditary integrals due to the damage

effect coefficient, Pij. A two-integral representation was assumed, each with

separate power-law v/e behavior. Using a Levenberg-Marguart numerical

scheme [e.g. (Press and Flannery, 1986)], material parameters were fit based

on the average recovery from a 100s loading at a given stress level. A very

good fit could be made. However, predictions of recovery from 1000s creep

were wildly inaccurate. The material clearly does not behave in the way a

double hereditary integral representation would predict.

Noting from the Damage Effect Study that a constant strain needed to

be removed from higher damage state data before vertical shifting would col-

lapse this data, the interference of closing cracks was considered as a possible

physical source of the irregularities observed in the recovery data (recall that

no further accumulation of plastic strain was observed for this conditioned

data). Presumably, with more cracking, there would be a greater number
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of cracks to cause interference and the effect of crack interference greater at

higher damage states. However, no studies of NLVE materials found in the

literature report or analyze such a phenomenon, even when damage is con-

sidered. In light of the microstructural relaxation seen in the AE testing, it

seems more likely that the regions of shear yielded, highly stressed material

play a significant role on the global response and not just on crack growth. A

constitutive model similar to that used in interpreting the AE data may be

needed. Having separate phases of material causes the same effect as crack

interference, where the NLVE phase is in compression upon unloading and

the LVE phase in tension, but also accounts for the relaxation noted while

under load. Indeed, the recover data has the same general shape of a 2-step

creep loading where the second loading is compressive.

Having two phases of material greatly complicates behavior as the state

of stress on each phase is always changing, even when the global stress is held

constant or removed (except at very long times). The use of creep/recovery

data greatly simplifies analysis for more standard NLVE materials as all

stress-dependent material parameters are constant during both the creep and

recovery portions. Here, nonlinear parameters of the NLVE phase will always

change. Analysis of such behavior requires the development of rather robust

numerical methods to fit all the material parameters even when assuming the

simplified model of Figure 4.4.

Cyclic Creep/Recovery

Cyclic behavior varied depending on stress level. In some instances (at suffi-

ciently low stress), the creep of the transverse strains showed little variation

with cycle aside from initial load-up, apparently indicating that the effect of
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growing damage is small for the length cycles used.

Recovery strains show that the removal of a constant viscoplastic strain

and vertical shifting of recovery data only roughly accounts for the cyclic

effect in this material. For modest loads and short creep duration on 90o

samples, little effect from damage growth is seen and such a method works

well. At higher loads, the shape of the conditioned recovery curve is still

different than seen in the first two cycles, indicating that either the hereditary

damage effect is significant and/or the effect of damage is more complicated in

this material than assumed. Since the conditioned recovery for this material

can not be fully characterized by the constitutive equations used, it is difficult

to quantify the hereditary damage effect and, for that matter, exact values

for the viscoplastic strain without waiting very long times for full recovery.

The same behavior was seen for the shear strain in 30o off-axis samples, but

the transverse strain showed no change from cycle to cycle. Apparently the

stress was not high enough for the hereditary effect to be significant.

Damage Effect

Although one would expect distributed cracking to only soften the material,

the elastic compliance actually stiffens with increased damage as Re decreases

slightly with S. Recall that a net plastic strain is present at each damage state.

With the two phases of material in mind, a highly damaged NLVE phase and

an intact LVE one, and possible interferece from crack faces the regions of

soft material are put into compression while the intact material remains in

tension upon unloading. If the intact material stiffens with increased stress,

it will be stiffer at higher damaged states; it has a net tensile stress at zero

load which increases with damage. The softer, damaged material, probably
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contributes little to the overall elastic stiffness. Consequently, stiffening of

the intact regions dominate the global elastic response.

The Damage Effect Study was successful in isolating the effect of stress

from that of damage, thereby indicating which NLVE material parameters

are affected by damage. It was found that both the shear and transverse

viscoelastic strains were affected by damage regardless of fiber orientation.

Vertical shifting of the recovery data at different damage states worked well

for all sample types once a small constant strain was removed. This constant

strain is not a plastic strain, as the sample does eventually recover to the

starting strain for a given cycle. This was checked on a few cycles where very

long recovery was allowed between cycles and consequently is not shown in the

data presented. This constant strain is most likely an effect of the two phases

of material mentioned in the discussion on conditioned behavior. In that the

same stress is used in comparing damage states, the effect seems to be small

enough that it can be approximated by a constant strain that is a function

of the time under load. It is likely also responsible for the slightly imperfect

vertical shifting seen in the shear recovery of the 30o off-axis data. Vertical

shifting for the effect of damage worked well for all other data, however. The

material parameter affecting the time scale, aσ, is therefore independent of

damage.

Another major simplification found for this material is that damage

only affects the transverse behavior through the gc2 parameter regardless of

fiber direction. No effect is seen on gc1 for any of the samples tested. However,

no such simplification can be made for the shear behavior. Both the 30o and

45o samples displayed unequal creep and recovery shear damage ratios.
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Chapter 9

Conclusion

The rubber-toughened fiber composite under study displayed significant soft-

ening effects due to many mechanisms. It is nonlinearly elastic and vis-

coelastic and displays large viscoplastic strains at high stress. Small-scale

damage also had a significant effect on the viscoelastic behavior. A complete

analysis, including the isolated effects of each mechanism and for loading

and unloading behavior, was complicated by the inability to characterize the

stress-dependence of conditioned material (that without growing damage) us-

ing existing theory. A constitutive model containing two phases of material,

a highly nonlinear viscoelastic phase and a linear viscoelastic one, appears to

be needed. Microstructural relaxation apparent only in the acoustic emission

data played a key role in developing this model. For monotone increasing

loadings, a relatively simple constitutive theory which lumps the damage

with other stress and time effects is adequate [e.g. Bocchieri and Schapery

(2000)].

It is believed the principal contribution of this dissertation is the devel-

opment of theoretical, experimental and data analysis methods for identifica-
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tion, isolation and characterization of the primary deformation mechanisms

in a rubber-toughened fiber composite. There are four parts to this contri-

bution.

First, the constitutive theory proposed by Schapery (1999) was tailored

for a continuous fiber composite and evaluated for a creep/recovery loading

where nonlinear viscoelasticity, viscoplasticity and damage growth have a

significant effect on strain. A numerical method using a Genetic Algorithm

in conjunction with the Levenberg-Marguart method was then developed to

fit material parameters in these equations. This method successfully fits

simulated recovery data with hereditary damage effects. Performance was

improved when fitting the difference between ‘conditioned’ recovery and that

from first loading. This method was not implemented on real data due to

the more complicated constitutive model apparently needed for unloading

this particular material. It should be useful in analyzing data from the wide

class of materials whose conditioned behavior has been characterized by the

constitutive theory without growing damage as proposed by Schapery (1969)

and others.

Second, a Damage Effect Study was successful in isolating the effect

of stress from that of damage, thereby indicating which material parameters

are affected by damage. Vertical shifting of recovery data at different damage

states, much like vertical shifting for the effect of stress, worked well for

all sample types once a small constant strain was removed. The material

parameter affecting the time scale, aσ, is therefore independent of damage.

An additional simplification found for this material is that damage only affects

the transverse behavior through gc2 regardless of fiber direction. No effect was

seen on gc1 for any of the samples tested. However, no such simplification can

be made for the shear behavior. Both the 30o and 45o samples displayed
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unequal creep and recovery damage ratios. Finally, both the transverse and

shear elastic compliances are found to stiffen with increased damage.

Third, a method of Acoustic Emission monitoring and waveform anal-

ysis was developed as a means for tracking two of the primary dynamic dam-

age mechanisms in these materials, matrix-cracking and fiber/matrix debond.

With direct monitoring, the extent of this type of damage in the material does

not need to be inferred from its effect on the stress-strain response. After de-

veloping an experimental and waveform filtering method for off-axis coupons,

unidirectional 30o , 45o and 90o samples of a rubber-toughened carbon/epoxy

were monitored in this way for various loading histories. Significant cracking,

evenly distributed along the length of all sample types was detected with the

AE sensors during loading. A method of comparing waveforms from samples

with different fiber angles was also suggested. Little difference was observed

in these waveforms; consequently, events from each sample type were treated

in a similar fashion. An interpretation of the AE data was proposed based on

an initial population of existing flaws. Then a cumulative distribution func-

tion of microcracking was defined and used to study effects of stress history.

Key elements of the proposed interpretation of the AE data require that

1- The volume of material over which cracking is detected

2- The minimum size of cracks being detected

3- The portion of cracks detected

remain constant throughout a test. Studies of changes in wavespeed, damping

and waveform energy during loading were performed to ensure the constancy

of these items. Independence of the detected waveform energy with stress

level indicates that the average arrested crack length was not a function of

stress level for most samples and loading histories tested.

Finally, after developing an idealized model of the material consisting
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of two viscoelastic phases, a single loading parameter, which is theoretically

independent of loading history and derived from viscoelastic fracture me-

chanics, was proposed. It was found that time or rate-dependence of the mi-

crocracking in 90o samples was very weak and only evident from ramp/hold

and load/unload testing. With the addition of shear stress, as in the off-axis

samples, the rate effect of cracking became stronger. Material parameters for

the proposed idealized model of the 2-phase material were found and a single

damage distribution parameter was found independent of loading history for

the 90o samples, thus supporting the theory. A simplified analysis of data

from off-axis testing collapses data from all samples and loading histories,

thus supporting the model proposed.
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Recommendations for Further Work

Due to the apparent effect of having two or more phases of viscoelastic mate-

rial in the microstructure, both theoretical models and data analysis methods

need to be further developed to explain the conditioned response of this mate-

rial before further analysis of the effects of damage can be made. A first step

may be to use the idealized 2-phase model implemented in the AE analysis

to model global deformation. If the constitutive model described in Chap-

ter 2 is used for the NLVE phase, it may be possible to adequately fit the

recovery data. With stresses redistributing from one phase to the other, the

nonlinear parameters in the model will change over time, even with complete

unloading. A powerful numerical method, possibly implementing a Genetic

Algorithm, may prove useful in fitting data with such a model.

For non-toughened material systems, the numerical method developed

here to fit data with hereditary damage effects may prove useful. It is en-

couraged that it be tried on one or many of the material systems that have

displayed more simplified conditioned behavior. Also, the Damage Effect

Study, although effective on this material, may be more easily implemented

on non-toughened systems as the effect of two material phases is not present.

A numerical micromechanical study that includes effects of multiple

phases of material, both linear and nonlinear viscoelastic and viscoplastic,

with debonding and cracking may also be helpful in deducing functional forms

for the global material parameters affected by these mechanisms. Effects of

extensive shear yielding, caused by the rubber particles, can then be studied

independent of cracking as well as their interrelated effect. Such studies may

aid in developing better models for each form of damage evolution.

Further acoustic emission studies on 90o samples should include addi-

186



tional loading histories and expansion of this study to various temperatures.

First, ramp/hold tests to various stress levels should be performed to confirm

the amount of microstructural relaxation observed with different stress levels.

This may also be coupled with unloading sequences. Also needed is a way

to extrapolate back to very high loading rates where data acquisition is not

possible and to very long times where the time-frame of testing is not rea-

sonable from a practical standpoint. Elevated and cold temperature testing

may prove useful for both. Whether temperature dependence of the damage

growth rate and intrinsic viscoelastic behavior are the same needs to be in-

vestigated. Such an understanding will aid in performing accelerated studies

of long-term behavior.

There is some evidence that the off-axis samples may contain both

dynamic and steady cracking depending on the loading rate, where only the

dynamic cracking is detectable by the AE method. Before running ramp/hold

testing in the off-axis samples, which obviously has drastic differences in rate

within the same test, additional rates should be run. It may be that after a

certain rate is reached only dynamic cracking occurs, or vice versa. Studies

in an environmental SEM similar to that of Wood (1996), but with variations

in loading rate, may also be helpful in studying this phenomenon on isolated

regions of material.

Development of more sensitive sensors in the frequency range of 100

to 500 kHz would be helpful in monitoring distributed microcracking and

debonding in the material studied. Many events from smaller-scale cracks

were discarded as they could not be accurately located. These waveforms

were comparable in amplitude to background noise. In conjunction with

this, an acquisition system that adapts gains to the incoming signal would

also be helpful. Due to the variation in event size, more sensitive sensors will
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cause the large signals to go off-scale with a fixed gain system. In this way,

sensitivity is not lost and all information about a waveform is still captured.
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Appendix A

Genetic Algorithm Code
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The Genetic Algorithm code was written in Labview (software pro-

duced by National Instruments Corporation) to be easily used with data

collected with the same software. Subroutines that come packaged with this

software are not shown in the following appendix unless they have been al-

tered.

Main Program
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Target Function Subroutine
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207
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Levenberg-Marguart Subroutine

This subroutine comes packaged with Labview. It has been modified by in-

corporating the Target Function of the previous section and a few alterations

for convergence.
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Decipher Parameter Subroutine

Decipher Chromosome Subroutine
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Scale Parameters Subroutine

211



Cross Chromosomes and Mutate Subroutine

212



Fitness Subroutine

Mutation Subroutine

213



Windowing Parameters Subroutine

214



Hereditary Damage Subroutine

215



Hypergeometric Function Subroutine

216
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