ABSTRACT

A rigorous method of pressure calculations was used in a general well control procedure for drilling operations with the drillbit on bottom. A computer program was developed to handle the calculations and graphics interactively to allow speed and flexibility of choices throughout a kick situation. A well control procedure was developed to handle from vertical to horizontal wells for many drilling situations. All pertinent equations are presented and unlike other publications the computer source code is given in the Appendix.

INTRODUCTION

Although the vast majority of kicks are controlled, much research is still to be done to investigate the different scenarios of kick occurrence and the flow behavior while pumping it out, considering the different fluids in the well (while taking the kick) and its spatial configuration.

In particular, for drilling, two are the commonly accepted methods for well control operations: the Driller's Method and the Wait and Weight Method [1].

The Driller's Method consists in circulating out the kick before weighting up the drilling fluid while the Wait and Weight Method consists in circulating out the kick after weighting it up. Simultaneous circulating and weighting up the drilling fluid have also been studied but it is not of common use due to the additional accounting required. A qualitative example for the drillpipe pressure schedules for all three methods are shown in Fig. 1.

To aid the rig personnel, several kill sheets have been developed [2, 3], most of which consider a vertical well, a uniform distribution of pressure loss within the drillstring (from the bit, throughout the drillstring to the pump) and that the pressure loss changes, after weighting up the drilling fluid, are solely dependent upon its final density. Furthermore, it is a common practice in the industry today to periodically train the rig personal on well control practices (this is particularly true for offshore operations) that include among other training, to fill out correctly the kill sheets to avoid incorrect calculations during actual well control operations. This training to fill out the kill sheets could take a day or two depending on the different scenarios investigated (land rigs, floating vessels, etc).

The objective of this work was to develop a general and rigorous method of well control that can be easily used for any kind of rig during drilling operations with the bit on bottom, and to automate the calculations through the use of a computer program that also handles interactive graphics with all necessary information for circulating out the kick.

RIGOROUS METHOD

This method considers all the information for usual well control operations (reduced circulating pressures, borehole and pipe geometries, mud properties, etc.) and also makes use of the rheological properties of the new drilling fluid, and the directional survey data to determine the true vertical depths (see tables 1 through 3 for details).

The method is based on the following procedure:

First the mud properties (rheology and density), borehole and pipe geometry, and flow rates are used to calculate the pressure loss through the surface equipment [4] (that lies after the surface pressure gage), the drillstring (drillpipe, heavy weight, collars, etc.), the bit, and throughout the different annular sections for the old mud in the well (Fig. 2).

Then the circulating pressure at the kill rate \( P_r \), mea-
sured prior to taking the kick, is used to determine a correction factor \( c_f \) that is calculated as:

\[
e_f = \frac{(P_r)_m}{(P_r)_c}
\]  

(1)

where \((P_r)_c\) is the calculated reduced pressure at kick rate, and \(c_f\) accounts for all modeling errors and unknown variables disregarded by the pressure loss equations.

This correction factor is used to calculate the pressure loss for the new drilling fluid.

A hydrostatic pressure schedule is then calculated for each stroke for both old and new drilling fluids using the average angle method to calculate the vertical depths (reason why the azimuth readings are not needed, as seen in table 4).

The drillpipe pressure schedule \( P_{dp} \) is then calculated for killing the well by correcting the shut in drillpipe pressure reading for pressure loss (due to changes in drilling fluid rheology) and hydrostatic pressure changes (due to drilling fluid density changes), Fig. 3.

\[
(P_{dp})_i = (P_{dp})_a + (\Delta P_f)_i - (\Delta P_h)_i
\]  

(2)

The next step is to display the results in graphic and table form as will be shown in the numerical examples.

The procedure outlined above showed that the well was subdivided into sections and each one studied separately as regards to pressure changes due to hydrostatic and frictional effects. A quantitative measure of the quality of the pressure predictions can be made by comparing calculated pressure loss to the reduced circulating pressure measured at kick rate and calculate \( c_f \). If \( c_f \) is close to unity, this means that good predictions were achieved. Evidently this implies in good pressure loss predictions and this can only be obtained through the use of good rheological models used appropriately.

PRESSURE LOSS CALCULATIONS

The Power-Law rheological model was used for pressure loss calculations because it can easily handle from two to six readings of the FANN viscometer 35-A commonly used in the field.

The calculations where performed according to the following:

1) FANN readings of rotational speed and angular deflections were transformed to shear stress and shear rate using the following relationships:

\[
\tau = 5.1405\Theta
\]  

(3)

\[
\dot{\gamma} = 1.703\omega
\]  

(4)

Although the above relationships were derived for Newtonian fluids, they show to be acceptable approximations for some Non-Newtonian fluids also. Just to illustrate this point, the FANN viscometer data of Table 4, for the old mud, was used and the shear rate was calculated using the above equations and the ones suggested by Yang and Krieger [5]. The results showed that the shear rate errors were: 5.29%, 3.45%, 1.30%, 2.10%, 2.60%, 3.42% for \( \omega \) values of 3, 6, 100, 200, 300, 600 rpm, respectively. These errors didn’t however produce great differences in the calculations of \( K \) and \( n \).

2) Using the minimum square method, the best straight line was fitted to the plot of \( \log(\tau) \) and \( \log(\dot{\gamma}) \) to determine \( K \) (that is found in \( \text{dynessec}^n/\text{cm}^2 \) and multiplied by 100 to obtain eq-cp) and \( n \).

3) Based on the pipe of annulus geometry, and flow rate, the average velocity was calculated:

Mean velocity for the pipe:

\[
v = \frac{q}{2.448d^2}
\]  

(5)

where:

\( v = \text{velocity} \ [\text{ft/s}] \)

\( q = \text{flow rate} \ [\text{gal/min}] \)

\( d = \text{pipe diameter} \ [\text{in}] \)

Mean velocity for the annulus:

\[
v = \frac{q}{2.448(d_i^2 - d_o^2)}
\]  

(6)

Based on Dodge and Metzner’s [6] work the following turbulence flow correlation criteria was used:

\[
N_{Re} = \frac{89100\rho v^{(2-n)}}{k} \left( \frac{0.0416d}{3 + \frac{1}{n}} \right)^n
\]  

(7)

\[
N_{Re} = \frac{109000\rho v^{(2-n)}}{k} \left( \frac{0.0208(d_i - d_o)}{2 + \frac{1}{n}} \right)^n
\]  

(8)

where:

\( N_{Re} = \text{Reynolds number [d-less]} \)

\( \rho = \text{Drilling fluid density [lb/gal]} \)

The critical Reynolds number was obtained from Dodge and Metzner correlation and simplified to the following values:

for \( n < 0.2 \) \( (N_{Re})_{cr} = 4200 \)

for \( 0.2 \leq n \leq 0.45 \) \( (N_{Re})_{cr} = 5960 - 8800n \)

for \( n > 0.45 \) \( (N_{Re})_{cr} = 2000 \)

The turbulent criteria was such: When the Reynolds number exceeded the critical Reynolds number, turbulent flow was assumed, otherwise laminar flow was assumed. In using such a criteria to distinguish laminar from turbulent flow, there will be a discontinuity in the pressure loss calculations as immedi-
atly before the critical Reynolds number one set of equations are used, and immediately after, another set are used. This can be observed during the drillpipe start up schedule when turbulent flow is achieved: first there is a linear pressure increase (for vertical wells), corresponding to the laminar flow equations, followed by a discontinuity in pressure and a quadratic pressure response corresponding to the turbulent flow equations. Obviously this discontinuity could be eliminated by changing the laminar to turbulent flow criteria, by calculating the pressure loss using both equations and always selecting the highest pressure loss, nevertheless the authors preferred to use Dodge and Metzner’s criteria described above.

The frictional pressure loss was then calculated as such [7]:

For laminar flow in pipes:

\[
\left( \frac{dP}{dD} \right)_L = \frac{k_v n \left( \frac{3 + \frac{1}{n}}{0.0416} \right)^n}{144000 d_1^{1+n}}
\]

(9)

For laminar flow in the annulus:

\[
\left( \frac{dP}{dD} \right)_L = \frac{k_v n \left( \frac{2 + \frac{1}{n}}{0.0208} \right)^n}{144000 (d_2 - d_1)^{1+n}}
\]

(10)

For turbulent flow in pipes:

\[
\left( \frac{dP}{dD} \right)_T = \frac{f \rho v^2}{25.8 d}
\]

(11)

For turbulent flow in the annulus:

\[
\left( \frac{dP}{dD} \right)_T = \frac{f \rho v^2}{21.1 (d_2 - d_1)}
\]

(12)

where \( f \) is given by:

\[
\sqrt{\frac{1}{f}} = \frac{4.0}{n^{0.75}} \log \left( N_{Re} f^{1-\frac{1}{3}} \right) - 0.395
\]

(13)

**INTERPRETATION OF THE CASING SURFACE PRESSURE GAGE READINGS**

The casing surface pressure measurement limitations for well control operations is qualitatively illustrated in Fig. 4. To avoid exceeding the burst rating pressure at point A, the kill line pressure surface gage should be used as the choke line could be full of drilling fluid, gas and drilling fluid, or only gas, and therefore a maximum allowable choke line pressure would not be an accurate estimate of the pressure at point A, as it depends on these fluids and their contribution to hydrostatic and frictional pressure loss. Just as an illustration, at 5118 ft water depth (which has already been drilled in Brazil) the hydrostatic change alone totals about 2660 psi if we consider the replacement of a 10 lb/gal mud by gas and disconsidered the hydrostatic contribution of the gas column. In this situation, if the choke operator would have the information of maximum allowable surface choke pressure calculated with the drilling fluid in the choke line, he could open unnecessarily the choke while gas enters the choke line and allow for further kicks. The same logic applies to the choke operator that was given a maximum allowable casing gage pressure base on the choke line full of gas and therefore could burst the casing while pumping out the kick with the choke line full of drilling fluid.

A similar problem, but much harder to solve, is the knowledge of the casing surface pressure that should not be exceeded to avoid fracturing the weakest formation below the casing shoe. Again the scenarios are similar, but this time there is no static column of liquid to measure the pressure at that point.

**COMPUTER PROGRAM**

A computer program was written in Turbo C to handle all the calculations and display the necessary information in an interactive graphic mode. The C language was chosen basically because of its graphic capabilities allowing the user to run the executable files on any PC, under DOS, with all commonly used graphic cards (Hercules and compatible, CGA, EGA, VGA).

A listing of the source code is given in Appendix A.

Similar to any kill sheet, the program will start by requesting all pre-kick information as listed in Table 1. It can handle a variety of different situations. A pre-kick information diagram is shown in Figs 5 and 6, for land rigs and deep water floating vessels respectively. Although both diagrams appear vertically all depths shown refer to measured depths. Some of the data requested is not used by the main program as is the case of the formation pressure and its respective depth, as to use this to calculate a maximum allowable surface gage pressure could be quite erroneous as discussed previously. Nevertheless, it is on file to be used in the future.

For the next step the program requests kick information as shown in table 2, after which it calls for the new mud properties as shown in table 3.

The main program then calculates two pressure schedules: one for the drill pipe pressure, and one for the casing pressure (for start up operations that can become critical for well control in deep waters). It then displays this information in a graphic form as shown in Fig. 7. At this point, there are several options for the user that can:

a) follow through with the kill procedure using the default graph shown on the screen. This graph displays the drillpipe pressure against the number of strokes. Many times the table form is easier to use and therefore is shown on the right hand side of the screen.

b) zoom in on part of the graph (Fig. 7) for a better resolution.

c) display the casing pressure schedule that will be necessary for starting up the pump while controlling a kick on a
floating vessel.

d) select the drillpipe pressure schedule graph with the complete history of all drilling fluids used to control the well (for the case of a simultaneous well control procedures).

NUMERICAL EXAMPLE

A horizontal well drilled from a floating vessel was chosen, as the numerical example, to illustrate the drillpipe pressure behavior in horizontal wells.

The data used in this example is shown in Tables 4 and 5 and Fig. 08, that also includes the number of strokes necessary to pump the drilling fluid through each drillstring section, to help the interpretation of the graphs.

The first step was to feed in all data up to the properties of the old mud. The program then informed that the kill mud weight would have to be at least 10.8 lb/gal (with no safety margin included).

A weight of 9.5 lb/gal was then selected to illustrate the simplicity of choosing a simultaneous well control method since the computer program handles all accounting easily.

The drillpipe pressure schedule for this situation is shown in Fig 09. Notice that the program provides a numerical table besides the graphic display; furthermore it informs the number of strokes to reach the bit and provides several other display possibilities through a menu listing at the bottom of the graph.

Analyzing the graph itself, the following can be observed:

a) To achieve the steady state stroke rate of 40 spm, the pump took 80 strokes (that was an input to the program) or 2 minutes, for which the drillpipe pressure schedule went from 810 to 1466 psi.

b) A pressure decline is observed from 80 to about 940 strokes after which pressure starts increasing due to the effect of the new mud entering the horizontal section that produces higher pressure loss than the old mud being displaced. This effect can be better observed while zooming in on strokes 80 to 1200 as shown in Fig. 10. This behavior is characteristic of horizontal wells and is quite different from the conventional experience with vertical systems.

c) While the new drilling fluid approaches the bit, there are several gradient changes and one discontinuity shown on the graph (better seen in Fig. 10), that show clearly the effect of the new mud entering the heavy weight drillpipe (after ≈ 888 strokes), the drill collars (after ≈ 998 strokes), the other heavy weight drillpipe (after ≈ 1021 strokes), the directional equipment (after ≈ 1167 strokes) and the bit, these last two can only be seen in Fig. 11 that zoom’s in on 1153 to 1177 strokes.

d) The start up schedule for the surface pressure gage (Fig. 12) shows a discontinuity due to the change of laminar to turbulent flow equations as previously discussed.

In addition two this drilling fluid, two other drillings fluids where also used: one of 10.5 lb/gal (that is still below the kill mud weight suggested of 10.8 lb/gal) that was introduced after 400 strokes, and another one of 11.4 lb/gal introduced after 800 strokes.

The combined effect of all three drilling fluids is shown in Figs 13 and 14. Again a rather unusual drillpipe pressure schedule is displayed due to the directional nature of the well and the drillstring sections.

CONCLUSIONS

The computer program showed to be adequate and flexible allowing to monitor many scenarios quite easily, and that unusual results were obtained for horizontal wells showing the need of including the directional profile in the well control procedure.

NOMENCLATURE

c_f = correction factor [d-less]
d = diameter [in]
D = depth [ft]
f = friction factor [d-less]
K = consistency index [eq-cp]
n = flow behavior index [d-less]
P = pressure [psi]
P_f = hydrodynamic pressure loss [psi]
P_h = hydrostatic pressure [psi]
P_{dp} = drillpipe pressure [psi]
P_d = drillstring pressure loss (from the bit to the pump)
P_r = reduced pressure [psi]
q = flow rate [gal/min]
v = mean velocity [ft/s]
\dot{\gamma} = shear rate [s^{-1}]
\Theta = FANN deflection [deg.]
\rho = density [lb/gal]
\tau = shear stress [lb/cm^2]
\omega = FANN speed [rpm]

subscripts

c = calculated
c_r = critical
f = hydrodynamic friction
i = given stroke number
m = measured
s = shut in
cr = critical
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void DAIL..LSTRJNO_data()  
clr•Cr ()
printf("Enter the drillstring sections.

Total number of drillstring sections.
Choice line diameter.

Length of section ").
scanf("%d", &ttl_nzh);

while ( ttl_nzh > 0 )
    do 
        printf("Enter the drillstring information (%/2).

volume_of_pump = vol_stk * kill_T'ah * vol_stk / vol_stk * effi C)

/*------------------------------------------*/

void DIRECTIONAL_data();

int ii; 

/*------------------------------------------*/

void SURFACE_PUMPING_data();

int k; 

/*------------------------------------------*/

void DUMP_data();

int c; 

/*------------------------------------------*/

void DAIL..LSTRING_data();

int i; 

/*------------------------------------------*/

void BIT_data();

int ttl_nzh, ml_diam(10); 

/*------------------------------------------*/

void CIRCULATING.pressures();

int i; 

/*------------------------------------------*/

void SAFETY_data();

int i; 

/*------------------------------------------*/

void DIRECTIONAL_data();

int i; 

/*------------------------------------------*/

void PUMP_data();

int c; 

/*------------------------------------------*/
void VERTJCAL_depthcalc()
{
    float vert_depth;
    if (vert_depth < 0.0) vert_depth = 0.0;
    vert_depth += vert_depth;  // calculate
}
# GENERAL COMPUTER 3D WELL CONTROL KILL SHEET FOR DUAL OPERATIONS  SPE 20327

WITH GRAPHICAL DISPLAY CAPABILITIES

```c
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <math.h>
#include <float.h>
#include <float.h>
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#include <float.h>
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#include <float.h>
#include <float.h>
#include <float.h>
#include <float.h>
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#include <float.h>
#include <float.h>
#include <float.h>
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#include <float.h>
#include <float.h>
#include <float.h>
/** SEARCH_MIN_CSD: Searches the smallest CSD value. **/ 

float Search_MIN_CSD(void)
{
    int i;
    float MinVVec;
    MinVVec = CSD(0);
    for(i=0; i<length(CSOG); i++)
    { if (CSD(i) < MinVVec) MinVVec = CSD(i);
    }
    if (MinVVec < 0) return(MinVVec);
    else return(MinVVec);
# TABLE 1

<table>
<thead>
<tr>
<th>ITEM</th>
<th>DESCRIPTION</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>HOLE SECTIONS</td>
<td>ft</td>
</tr>
<tr>
<td>2.</td>
<td>DRILLSPRING SECTIONS</td>
<td>ft</td>
</tr>
<tr>
<td>3.</td>
<td>BIT DATA</td>
<td>in</td>
</tr>
<tr>
<td>4.</td>
<td>SURFACE PLUMBING</td>
<td>in</td>
</tr>
<tr>
<td>5.</td>
<td>PUMP DATA</td>
<td>d-less</td>
</tr>
<tr>
<td>6.</td>
<td>CIRCULATING PRESSURES</td>
<td>psi</td>
</tr>
<tr>
<td>7.</td>
<td>SAFETY DATA</td>
<td>psi</td>
</tr>
<tr>
<td>8.</td>
<td>DIRECTIONAL DATA</td>
<td>Deg.</td>
</tr>
</tbody>
</table>

# TABLE 2

<table>
<thead>
<tr>
<th>ITEM</th>
<th>DESCRIPTION</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>MUD PROPERTIES</td>
<td>lb/GAL</td>
</tr>
<tr>
<td>2.</td>
<td>PUMP DATA</td>
<td>rpm</td>
</tr>
<tr>
<td>3.</td>
<td>Casing (SICP)</td>
<td>psi</td>
</tr>
<tr>
<td>4.</td>
<td>Drillpipe (SIDPP)</td>
<td>psi</td>
</tr>
</tbody>
</table>

# TABLE 3

<table>
<thead>
<tr>
<th>ITEM</th>
<th>DESCRIPTION</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>MUD PROPERTIES</td>
<td>lb/GAL</td>
</tr>
<tr>
<td>2.</td>
<td>PUMP DATA</td>
<td>rpm</td>
</tr>
<tr>
<td>3.</td>
<td>Casing (SICP)</td>
<td>psi</td>
</tr>
<tr>
<td>4.</td>
<td>Drillpipe (SIDPP)</td>
<td>psi</td>
</tr>
</tbody>
</table>

# TABLE 4

<table>
<thead>
<tr>
<th>MEASURED DEPTH (ft)</th>
<th>INCLINATION (Deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4200</td>
<td>0</td>
</tr>
<tr>
<td>4400</td>
<td>4</td>
</tr>
<tr>
<td>4600</td>
<td>8</td>
</tr>
<tr>
<td>4800</td>
<td>12</td>
</tr>
<tr>
<td>5000</td>
<td>16</td>
</tr>
<tr>
<td>5200</td>
<td>20</td>
</tr>
<tr>
<td>5400</td>
<td>24</td>
</tr>
<tr>
<td>5600</td>
<td>28</td>
</tr>
<tr>
<td>5800</td>
<td>32</td>
</tr>
<tr>
<td>6000</td>
<td>36</td>
</tr>
<tr>
<td>6200</td>
<td>40</td>
</tr>
<tr>
<td>6400</td>
<td>44</td>
</tr>
<tr>
<td>6600</td>
<td>48</td>
</tr>
<tr>
<td>6800</td>
<td>52</td>
</tr>
<tr>
<td>7000</td>
<td>56</td>
</tr>
<tr>
<td>7200</td>
<td>60</td>
</tr>
<tr>
<td>7400</td>
<td>64</td>
</tr>
<tr>
<td>7600</td>
<td>68</td>
</tr>
<tr>
<td>7800</td>
<td>72</td>
</tr>
<tr>
<td>8000</td>
<td>76</td>
</tr>
<tr>
<td>8200</td>
<td>80</td>
</tr>
<tr>
<td>8400</td>
<td>84</td>
</tr>
<tr>
<td>8600</td>
<td>88</td>
</tr>
<tr>
<td>8800</td>
<td>92</td>
</tr>
<tr>
<td>9000</td>
<td>96</td>
</tr>
<tr>
<td>10000</td>
<td>100</td>
</tr>
</tbody>
</table>

# FIG. 01: DRILLPIPE PRESSURE SCHEDULES FOR VERTICAL WELLS IN COMMON USE

# FIG. 02: FRICTION PRESSURE LOSSES CONSIDERED IN THE ROBUST METHOD
**FIG. 03:** THE DIFFERENT COMPONENTS CONSIDERED IN THE CALCULATIONS OF THE DRILL PIPE PRESSURE SCHEDULE

**FIG. 04:** PRESSURE MEASUREMENT LIMITATIONS FOR WELL CONTROL OPERATIONS IN DEEP WATERS.

**FIG. 05:** PRE-KICK INFORMATION DIAGRAM FOR LAND RIGS

**FIG. 06:** PRE-KICK INFORMATION DIAGRAM FOR FLOATING VESSELS
FIG. 9: DRILLPIPE PRESSURE SCHEDULE FOR THE FIRST DRILLING FLUID OF 9.5 lb/gal.

FIG. 10: ZOOM ON 0 TO 1200 STROKES FOR THE FIRST DRILLING FLUID OF 9.5 lb/gal.

FIG. 11: PRESSURE CHANGES AT THE BIT FOR THE FIRST DRILLING FLUID OF 9.5 lb/gal.

FIG. 12: CASING PRESSURE SCHEDULE FOR THE FIRST DRILLING FLUID OF 9.5 lb/gal.
FIG. 13: DRILL PIPE PRESSURE SCHEDULE FOR ALL THE DRILLING FLUIDS SHOWN IN TABLE 5 (400 STROKES APART).

FIG. 14: ZOOM ON 80 TO 2000 STROKES FOR ALL THE DRILLING FLUIDS.