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SUMMARY

As part of the Blowout Preventer (BOP) Maintenance and Inspection for Deepwater Operations study
(BSEE Contract Number M11PC00027), the American Bureau of Shipping (ABS) and ABSG
Consulting Inc. (ABS Consulting) performed a Reliability, Availability, and Maintainability (RAM)
analysis of a typical BOP used in industry. Using a Reliability Block Diagram portraying the various
combinations of component/subsystems required for successful BOP operation, failure data for the
BOP system components, and maintenance, inspection and test data for a typical system, the analysis
team estimated the availability of the BOP system. Availability, as used in this study, is the
probability the BOP system functions properly on demand. This report presents the results for one of
the Industry Participant’s BOP design.

This report represents a portion of Deliverable F for the studies associated with Tasks 6.2.3, 6.2.3.1,
and 6.2.3.2, as outlined in the above referenced contract. This report presents the objective and scope
of the RAM study, analysis process, analysis assumptions, results summary, and conclusions/
observations.

The objective of RAM analysis is to determine the impact of Maintenance, Inspection and Testing
(MIT) activities on the overall availability of BOP system manufactured by one Original Equipment
Manufacturer participating in the MIT project. This was accomplished by (1) developing an
Reliability Block Diagram (RBD) model representing the BOP system; (2) analyzing the model, for
the three different operating scenarios, using a simulation method in order to estimate the availability
of the BOP system during operation periods (on well); and (3) developing and analyzing two design
variances and two what-if scenarios (regarding changes to MIT intervals and improved reliability of
a few BOP system components) to assess the impact of these selected changes on BOP availability.

The analysis team estimated BOP availability using component failure events and failure data
collected primarily from industry participants (IPs) participating in this study. The failure events
were analyzed during a separate project data analysis task (BSEE Data Analysis) and are used as
input to the base model for the RAM analysis. These data were supplemented with failure data from
published industrial component failure data references when information was unavailable from the
IPs. Availability results were estimated for the base design, two variations to this design, and two
what-if scenarios.

Table S-1, BOP Availability Results Summary summarizes the RAM model results. This table
presents mean availability results for three BOP operating scenarios and the results for each scenario
based on five BOP analysis cases: base case, two design change cases, and two what-if cases. The
three BOP operating scenarios are:



Operating Scenario A — Considers the on-well operation of the BOP until a system failure
occurs (i.e., all redundancies failure so that the BOP is no longer available to control a well
kick) and prevents the BOP from being capable of controlling a well kick via at least one
well control measure (e.g., annular, pipe ram, shear ram). Specifically, this scenario assumes
all failures go undetected or not repaired until the entire system is unable to sufficiently
operate to control a kick. This scenario results represent the BOP system availability relative
to controlling a well kick via at least one well control system. The estimated mean
availability of BOP system during drilling operation (on well) ranged from 0.9937 to 0.9995.

Operating Scenario B — Considers the on-well operation of the BOP relative to maintaining
all BOP functions with the ability to perform corrective maintenance of surface and subsea
components without the securing of the well and the pulling of the BOP stack. Specifically,
this scenario models performing corrective maintenance per the industry regulation (i.e.,
performing corrective maintenance any time a BOP component failure is detected) with the
unavailable time being based on the mean-time-to-repair (MTTR) for the failed component.
These scenario results provide the BOP availability for all functions operating assuming
repairs do not require securing of the well and pulling of the subsea systems for repair. These
results represent the upper bound estimate of the BOP system availability for all functions.
The estimated mean availability of BOP system during drilling operation (on well) ranged
from 0.9871 to 0.9912.

Operating Scenario C — Considers the on-well operation of the BOP relative to maintaining
all BOP functions with the requirement that the well must be secured and the BOP pulled to
the surface in order to perform corrective maintenance on all subsea system components.
(Note: This scenario does not require the securing of the well and the pulling of the BOP
stack to perform corrective maintenance on surface BOP system components). Specifically,
this scenario models performing corrective maintenance to the industry regulation
(i.e., performing corrective maintenance any time a BOP component failure is detected) with
the unavailable time being based on (1) the average time to secure the well for failed subsea
components and (2) the MTTR for the failed surface components. (Note: Based on input
from the industry participants, the average time to secure well was set at 96 hours.) These
scenario results provide the BOP availability for all functions operating assuming all subsea
component repairs require securing of the well and pulling of the subsea systems for repair.
These results represent the lower bound estimate of the BOP system availability for all
functions. The estimated mean availability of BOP system during drilling operation (on well)
ranged from 0.9835 to 0.99.
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Table S-1: BOP Availability Results Summary

BOP Analysis Cases

Operating Scenario A

Operating Scenario B

Operating Scenario C

Mean Availability for
Drilling Operation
Period (On Well) with
at Least One Well
Control Function
Remaining to Control a
Well Kick

Mean Availability for
Drilling Operation
Period (On Well) While
Maintaining All BOP
Well Control Functions
Assuming Corrective
Maintenance (CM)
Performed Without
Pulling of the Stack

Mean Availability for
Drilling Operation
Period (On Well) While
Maintaining All BOP
Well Control Functions
Assuming Any Subsea
CM Performed Requires
Securing of the Well
and Pulling of the Stack

Base Case: All Well-Control

Functions 9991 9902 9835
Design Change 1 (Lower
Marine Riser Package [LMRP] 9946 9881 10882
Annular(s) & Pipe Rams Only)
Design Change 2 (LMRP
Annular(s) Only) 9937 9876 9878
What-If Case 1 (4 week test
interval) .9995 .9871 .984
What If Case 2 (Improved

.9993 .9912 .99

reliability of select components)

The results presented here consider BOP surface and subsea controls and the stack equipment. While
detected failures on the BOP stack may result in the BOP to be pulled, the subsystems located on the
rig will be repaired without having to pull the BOP stack.

Based on the analysis results, the team made the following observations:

e Operating Scenario A results represent the BOP availability to control a well kick by at least

one well control function, which is a better measure of the BOP system availability relative to
its overall safety operation.

e Operating Scenarios B and C represent the BOP availability relative to maintaining all BOP
well control functions while on the well (i.e., it models the regulatory requirement relative to
maintaining all BOP functions at all times while on the well) relative to the regulatory
requirement. These results measure the availability for two differing corrective maintenance
responses to subsea component failures: (1) on-the-well repair and (2) pulling-of-the-stack
repair. While actual operations likely result in a combination of these two responses, these
models provide upper and lower bounds for actual operation relative to maintaining all BOP
functions.

e While the BOP system is constructed with many subsystems that internally have multiple
layers of redundancy, the BOP also has single component failure points in its design. These
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single failures are the dominant contributors to the estimated BOP probability of failure on
demand. Based on these RAM results, the dominant contributors to the estimated BOP
failure on demand probability are the two single failure points: LMRP connector failure, and
Well Head Connector failure. Combined, these two component failures contribute over 99%
to the estimated unavailability of the BOP system during “on well.” In the calculations, these
two components have an equal contribution to the estimated unavailability of the BOP
system.

(Note: These dominant contributors were identified based on the total failure rate data for
these devices for all failure modes without any differentiation to unsafe and safe failure
fraction of the respective failure modes.)

e Due to a lack of available data from the industry, common cause failures of redundant
subsystems were not included in the BOP system model for the RAM analysis. Such failures
may be significant contributors to subsystem failures that are designed with redundant
components. Considering the highly redundant features in much of the BOP system design,
further investigation into sources of failure data for BOP common cause failures should be
considered.

e To demonstrate the contribution of the component failures associated with non-shearing
control measures (i.e., pipe rams and annulars), BOP system availability considering pipe
rams and annular(s), and annular(s) only operating were evaluated (i.e., design changes 1
and 2). While these results indicate that the removal of the shear rams and pipe rams (design
change 2 only) had little impact on BOP system availability, this results because the
remaining component failures, especially the two single point of failure items, have a more
significant impact on the BOP system availability than the impact of the removed items on
the system availability. However, readers are cautioned to not draw the conclusion that these
results indicate the redundancy provided by the removed well control items are not important.
The shear and pipe rams are considered important part of the BOP system and provide the
required redundancy and essential functions for controlling the well.

e What-If Case 1 analysis indicate the system availability is not significantly changed by the
extending of the test interval for all operating scenarios, with an average availability
reduction of 0.2% for Operating Scenarios B and C. Specifically, the no change in Operating
Scenario A availability was expected since this scenario is based on allowing the BOP
functionality to degrade until the BOP can’t sufficiently function to control a kick (i.e., no
inspection and test are performed). As for Operating Scenarios B and C, the BOP availability
for all operating configurations is reduced for one case. The result for the remaining case may
indicate no change or drop in availability, but due to model rounding of the results, it is not
possible to determine the significance between the results, 0.9835 and 0.984.
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e What-If Case 2 analysis shows that improving the reliability performance of a few selected
components in the BOP system caused a slight improvement in the estimated BOP
availability in all three operating scenarios. The four components selected for improvement
were identified in the BSEE Data Analysis Study (ref. 1) as less reliable BOP components.
However, the BOP system design includes redundant features for these particular
components and thus their failures were small contributors to the BOP system failure
probability.

e Improving the reliability of, or gaining better understanding of unsafe and safe failure
fractions for, the single point of failure components and other components, which were the
major contributors to the BOP estimated unavailability, should cause a significant
improvement in BOP availability. Improvements might be achieved through better
construction/quality assurance of these items, better item design, and/or reducing
detection/repair time of the items.
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1.0 INTRODUCTION

As part of the Blowout Preventer (BOP) Maintenance and Inspection for Deepwater Operations study
(BSEE Contract Number M11PC00027), the American Bureau of Shipping (ABS) and ABSG
Consulting Inc. (ABS Consulting) performed a Reliability, Availability, and Maintainability (RAM)
study of a typical BOP system used in industry. The analysis team developed a Reliability Block
Diagram (RBD) model and used BOP system failure events data and maintenance, inspection, and
test (MIT) data to estimate BOP system availability. This report represents a portion of Deliverable
F for the studies associated with Tasks 6.2.3, 6.2.3.1, and 6.2.3.2, as outlined in the contract.

Two RAM models were developed for BOP systems from two different original equipment
manufacturer (OEM) designs. This report presents the RBD model for one of the OEM BOP system
design. This analysis is based on a class VI BOP configuration with five rams and a single annular.

This report presents the objective and scope of the RAM study and analysis process and discusses the
analysis assumptions, results summary, analysis details, and conclusions.

11 OBJECTIVES

The objective of RAM analysis is to determine the impact of MIT activities on the overall
availability of a BOP system manufactured by one OEM participating in the MIT project. This was
accomplished by (1) developing an RBD model representing the BOP system; (2) analyzing the
model using a simulation method in order to estimate the availability of the BOP system during
operation periods (on well); and (3) developing and analyzing two design variances and two what-if
scenarios (regarding changes to MIT intervals and improved reliability of a few BOP components) to
assess the impact of these selected changes on BOP availability.

1.2 ANALYSIS SCOPE

The physical scope of the RAM analysis was limited to a selected BOP system and associated
equipment designed by one OEM and used by a drilling contractor and operator participating in the
study. The selected BOP system design met the following criteria:

e Operation Location — Gulf of Mexico (majority of the operation and maintenance to be from
the Gulf of Mexico)

e Operating Depth — 5,000 Feet and Deeper

e BOP Configuration of a Class VI, five ram configuration and single annular or a four ram
and dual annular
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Figure 1-1 Class VI BOP

The analytical scope for the RAM analysis considered all eleven functions defined in a related
FMECA study. The BOP system functions considered in developing the RBD model used for
analysis are the following:

Close and seal on the drill pipe and allow circulation on demand.

Close and seal on open hole and allow volumetric well control operations on demand.
Strip the drill string using the annular BOP(s).

Hang-off the drill pipe on a ram BOP and control the wellbore.

Controlled operation — Shear the drill pipe and seal the wellbore.

Emergency Operation — Auto-Shear — Shear the drill pipe and seal the wellbore.
Emergency Operation — Emergency Disconnect System — Shear the drill pipe and seal the
wellbore.

8. Disconnect the LMRP/BOP.

9. Circulate the well after drill pipe disconnect.

10. Circulate across the BOP stack to remove trapped gas.

11. Connect BOP and LMRP at landing.

No ok~ wdpE

The RBD model logically shows the interaction of BOP equipment required during a normal
operation to successfully provide blowout protection. The model shows how the BOP system can
call upon various redundant features to control a pressure kick in the event the situation worsens or
BOP subsystems fail. Using this model and failure data for the equipment elements in the model,
one can estimate the BOP system availability in the event of a pressure kick.

This analysis encompasses surface and subsea control systems and the BOP Stack equipment as per
the BOP design drawings provided in Appendix B. Appendix D lists the individual block and
component failure data input into the simulation.

13 INTENDED USE

Failure and repair data used in this reliability and availability analysis were partly based on published
industry data and as well as data collected as part of this effort. Therefore, it is recommended to use



the numerical results as a relative measure of BOP system performance rather than as an absolute
measure of performance. In this context, the numerical results from the reliability block diagram and
the detail component results can be used to identify the critical components having the most impact
on BOP availability.

Ultimately, the results from this assessment are intended to provide a better understanding of BOP
system reliability and availability with respect to the existing maintenance, inspection, and test
policies.

14 RAM ANALYSIS AND MEETING SCHEDULE

The analysis team for each study included personnel from two industry participants (IPs), the
American Bureau of Shipping (ABS), and ABSG Consulting Inc. (ABS Consulting). The IPs
participating included one or more representatives from an OEM and a drilling contractor. These
individuals provided knowledge of the design, engineering, operation, and maintenance of the BOP
system being evaluated. Table 1-1 lists the functional positions for the IP personnel who participated
in this study.

Table 1-1: IP RAM Team Members

IP Organization Position/Expertise

Engineering Manager, Drilling Products

Manager, Reliability Engineering/Drilling and Production

BOP OEM Electrical Engineering Manager, Drilling and Production

Sub Section Manager, Stacks, Mechanical Controls and Risers

Subsea Operation Manager

Drilling Contractor Subsea Superintendent

Subsea Multiplex (MUX) System SME

Operator Engineer Operations, Drilling and Completions

In addition to the IP representatives, personnel from ABS and ABS Consulting participated in the
several RAM meetings. Specifically, ABS personnel provided knowledge of the overall BOP
operations and class society and regulatory requirements applicable to BOP design and operation.
ABS Consulting personnel developed the RBD model, facilitated teleconference and meetings with
IPs to refine the RBD model and component failure data, performed the analysis, and documented
the RAM study. Table 1-2 lists the ABS and ABS Consulting personnel participating in this study.

To prepare for the RAM studies, ABS and ABS Consulting held a kickoff meeting with the IPs on
August 14 and 15, 2012. The purposes of the kickoff meeting were to discuss the FMECA and RAM
analysis approaches and the analyses scope to help ensure that all participants have the same level of
understanding of the FMECA & RAM procedures.



Table 1-2: ABS and ABS Consulting RAM Team Members

Name

Organization

Title

Study Role

David Cherbonnier

ABS

Staff Consultant, Corporate
Offshore Technology

Subsea Engineer

Senior Engineer I,

Senior Engineer Il (Risk

Bibek Das ABS Corporate Shared and Reliability), Corporate
Technology Technology
Randy Montgomery | ABS Consulting ﬁ/lenlor Director, Integrity Project Technical Lead
anagement

Kamyar Nouri

ABS Consulting

Senior Risk and Reliability
Engineer

Risk and Reliability
Analyst (model & logic
development)

Kamran Nouri

ABS Consulting

Senior Risk and Reliability
Engineer

Risk and Reliability
Analyst (review and
documentation)

In addition to the kickoff meeting, the analysis team held several teleconferences and meetings with
the IPs from December 2012 to March of 2013. During these sessions, the RAM team members were
provided an introduction to RBD methodology and collaborated on the RBD model logic for the base
case, the two design alternatives, and the two “what-if” cases. BOP functions were defined in a
related Failure Mode Effect and Criticality Analysis (FMECA) study and were incorporated into the
model. All BOP system functions were considered during the development of various analysis cases.

1.5 REPORT ORGANIZATION

Section 2 of this report provides an overview of the methodology used to create RBDs and to
estimate the BOP system’s availability for the base case, alternate design cases, and what-if cases.
Section 3 discusses the analysis assumptions. Section 4 discusses the results of the effort. Section 5
discusses the analysis conclusions and observations. Appendices A, B, C and D provide a list of
references, drawings, the failure and repair data, the BOP reliability block diagram and detailed block
and component information.



2.0 RELIABILITY AND AVAILABILITY ANALYSIS PROCESS

To estimate the availability of the BOP system, the analysis team developed an RBD model of this
system. The RBD shows the logical interaction of BOP subsystems and equipment required for
successful system operation. The RBD model consists of series and parallel trains of components
and subsystems required for successful BOP system operation.

The analysis team identified a baseline BOP system (base case) according to one OEM design and
one configuration used by one of the drilling contractors participating in the MIT project. The base-
case model was used to estimate the reliability and availability of the BOP system for the three
operating scenarios. In addition to the base-case model, several alternative designs and what-if
scenarios were evaluated (for all three operating scenarios) based on input from the IP.

For the BOP system analysis, the team used BOP component/subsystem failure and maintenance data
provided by the IPs. The team developed the RBD model and performed the availability calculations
as described in Section 2.1.The BOP system RAM characteristics estimated is:

o Mean Availability for Drilling Operation Period (on well)

2.1 ANALYSIS APPROACH

The basic fundamentals of RBD modeling are to logically show the interaction of subsystems and
components required for successful operation of the system. Or conversely, to show combinations of
component/subsystem failures that lead to system failure (unavailability or probability of failure on
demand).

Figure 2-1 depicts a sample RBD made up of two subsystems, each containing three components.
Subsystem 1 contains three series blocks and subsystem 2 contains a combination of parallel and
series blocks. In subsystem 1, any component failure will translate to system failure. Subsystem 2,
however, has redundant components D and E and thus can withstand a single failure of D or E
without suffering system failure. In subsystem 2, component F is in series with all other components
and it is a single point of failure for the system.

Series Components Parallel & Series Components
— D
— A - B - C D F
_/
E
Subsystem 1 Subsystem 2

Figure 2-1 RBD Example 1



More complex relationships like ‘K’ out of ‘N’ components and cross relationships can exist and are
modeled, if necessary (Figure 2-2).

A C E
[ X > B
\_ B D | - ]
Subsystem 1 Subsystem 2

Figure 2-2 RBD Example 2

In both examples, each component is analyzed with respect to failure characteristics and its
functional relationship to other components. The component’s failure characteristics are used to
determine the component’s time of failure. This information is then passed on to the subsystem and
subsequently to the system level, using the RBD as a roadmap for determining how to
mathematically combine this information and arrive at system level failure characteristics

After the logic model development, component failure and maintenance data are required for logic
model quantification. The analysis team collected equipment/component failure, inspection, test and
maintenance data based on available industry data and this project’s data analysis study (BSEE Data
Analysis). The reliability data included time-based or “running” failure rates and associated repair
and restoration times for identified failure modes.

Monte Carlo simulation using a preset number of iterations was used to estimate system-level results.
In this simulation, each component’s failure distribution is sampled each iteration for input into the
system calculation until such time that the simulation results converge to a steady state result for the
system.

2.2 ANALYSIS PROCEDURES

This section summarizes the procedures used in performing the RAM analysis. The RAM analysis
began with the team collecting the documents, drawings, and related information. They then
executed the following steps:

Reviewed the drawings listed in Appendix B.

Identified the specific system boundaries.

Reviewed detailed equipment lists.

Reviewed the operating requirements and procedures.

a. Developed a two-phase approach to corrective maintenance (CM) and preventive
maintenance (PM) activities covering drilling operation time versus time when the BOP
is on the rig.

M wnh e



5. Defined the operating environment.

6. Developed an RBD model for the base case BOP system.

7. Developed an RBD models for the each of the BOP’s major functions as per the FMECA
study.

8. Performed a reliability and availability analysis (i.e., run the Monte Carlo simulation).

9. Developed an RBD model for the alternate BOP design cases and run the analysis.

10. Performed what-if analyses.

11. Documented the results.

2.3 DATA COLLECTION AND PROCESSING

The collection and analysis of reliability data includes both the compilation of available
component/subsystem failure and maintenance data from historical BOP operations data and industry
generic data for similar components. With the help of IPs and ABS subject matter experts, the
analysis team identified and collected the information and documentation needed to perform the
reliability and availability analysis. The information collected included:

e A high-level system diagram

e Component/equipment detail drawings

e Operating environment information

e Available component/equipment reliability data from the Tool for Reliability Inspection and
Maintenance Management (TRIMM) database and related data analysis (part of this project,
referred to as BSEE Data Analysis)

e Industry data when historical BOP component data were unavailable. These data were used
to augment the reliability data from TRIMM, providing a more complete dataset for the
analysis

The analysis team reviewed the available information to determine whether any additional
information is needed for BOP RBD model development and analysis. The information was used to
establish component failure rates and associated repair times. Processing of the collected data
involved assessing the applicability of the data to the failure modes of interest in the RAM study.

2.4 OPERATING SCENARIOS

In order to evaluate the BOP performance and evaluate the impact of BOP MIT, the RAM study
involved the evaluation of the following three operating scenarios:

e Operating Scenario A — Considers the on-well operation of the BOP until a system failure
occurs (i.e., all redundancies failure so that the BOP is no longer available to control a well
kick) and prevents the BOP from being capable of controlling a well kick via at least one
well control measure (e.g., annular, pipe ram, shear ram). Specifically, this scenario assumes
all failures go undetected or not repaired until the entire system is unable sufficiently operate



to a control a kick. This scenario results represent the BOP system availability relative to
controlling a well kick via at least one well control system.

e Operating Scenario B — Considers the on-well operation of the BOP relative to maintaining
all BOP functions with the ability to perform corrective maintenance of surface and subsea
components without the securing of the well and the pulling of the BOP stack. Specifically,
this scenario models performing corrective maintenance per the industry regulation
(i.e., performing corrective maintenance any time a BOP component failure is detected) with
the unavailable time being based on the MTTR for the failed component. These scenario
results provide the BOP availability for all functions operating assuming repairs do not
require the securing of the well and the pulling of the subsea systems for repair. These
results represent the upper bound estimate of the BOP system availability for all functions.

e Operating Scenario C — Considers the on-well operation of the BOP relative to maintaining
all BOP functions with the requirement that the well must be secured and the BOP pulled to
the surface in order to perform corrective maintenance on all subsea system components.
(Note: This scenario does not require the securing of the well and the pulling of the BOP
stack to perform corrective maintenance on surface BOP system components). Specifically,
this scenario models performing corrective maintenance to the industry regulation
(i.e., performing corrective maintenance any time a BOP component failure is detected) with
the unavailable time being based on (1) the average time to secure the well for failed subsea
components and (2) the MTTR for failed surface components. (Note: Based on input from
the IPs, the average time to secure well was set at 96 hours.) These scenario results provide
the BOP availability for all functions operating assuming all subsea component repairs
require the securing of the well and the pulling of the subsea systems for repair. These
results represent the lower bound estimate of the BOP system availability for all functions.

2.5 BASE-CASE MODEL AND ANALYSIS

The base-case RBD model developed reflects successful operation of the BOP system design per the
drawings listed in Appendix B. and includes both the surface and subsea control systems and the
BOP stack. The base-case RBD model is used to estimate the reliability and availability of the BOP
system as it is designed and operated at the time of this project. This model includes control and
stack subsystems that are involved in sealing, shearing, and balancing the well. The following
subsection outlines the details and parameters considered in the simulation and analysis of the base-
case RBD model.

Base-Case Simulation Details

BlockSim 7 software was used to perform the Monte Carlo simulations of the BOP RBD model.
Figure 2-3 presents the base-case model set-up, indicating we specified an expected lifetime of 5
years (43,825 hours) before a major system overhaul and a maximum of 100 simulations.
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Figure 2-3 Simulation Settings

Since the BOP is not operated continuously throughout the year, the BOP operation has been divided
into two main phases “On Well” and “On Rig.” The “On Well” phase is the operational phase where
the BOP is providing protection against well blowouts and “On Rig” is the maintenance phase (see
Figure 2-4). To complete the 5-year profile simulation, each phase is cycled through multiple times
based on the given time duration for each phase

On Well On Rig

Figure 2-4 Two Phases of the BOP

Figure 2-5 presents the “On Well” operation phase settings. The “On Well” operational phase was set
to 8 weeks (1,344 Hours), followed by the maintenance phase “On Rig.” During the simulation
process, the simulation will switch to the maintenance phase if any failures occur during the
operational phase simulation.
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Figure 2-5 “On Well” Operation Phase Settings

Figure 2-6 presents the “On Rig” maintenance phase settings. The “On Rig” maintenance phase
contains a maintenance template which dictates which equipment/components are maintained, under
CM or PM.
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Figure 2-6 “On Rig” Maintenance Phase Settings

10



Figure 2-7 presents the corrective maintenance policy. Other considerations for the simulation
include how CM, PM and Inspection (pressure and function test) are performed. CM always brings
the system down, and, therefore, counts against the overall mean availability of the system (on well

and on rig periods combined). For CM, a maintenance policy was defined to perform CM upon
failure:

B Corrective Maintenance Policy

Policy Identifier

_orrective Policyd

Cancel

Help

s

Petfarmm Carrective Mainkenance Far this Tkem

{* Upon Failure

(" Upan Inspeckion

BlockSim 7

Figure 2-7 Corrective Maintenance (CM) Policy

Figure 2-8 presents the preventive maintenance policy. PMs are performed during non-operational

phase “On Rig.” For PM, the maintenance policy was defined to only take place during a
maintenance phase:

Preventive Maintenance Policy

Palicy Identifier

Perform Preventive Maintenance For this Ttem

Cancel

Help

s

[ Upon fixed time interval based on:

P

o~

[ Upon Syskem Down
[~ Upon Maintenance of another Group Ikem
[v Upon Start of a Maintenance Phase

If the action brings the system down...

< Perform maintenance even if the action brings the
syskerm down

Do not perform maintenance if the action brings
the syskem down

BlockSim 7

Figure 2-8 Preventive Maintenance (PM) Policy
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Figure 2-9 presents the inspection policy. For the purpose of this simulation, the inspection facility of
the BlockSim 7 was used to emulate the 14-day tests. The inspection (pressure and function test)
interval was embedded in an inspection policy with an interval of 14 days (336 hours). The tests are
performed on the well, taking time away from drilling time and therefore reducing the mean
availability for all events but not counting against the reliability of the system.

% Inspection Policy

(£ Policy Identifier
.| [rispection Policy =
Cancel

Help

s

Petform Inspection For this Tkem
[+ Upon fixed kime interval based on:
" Item Age

i» System Age 336
[ Upon Swstem Down
| Upon Maintenance of another Group [kem

Iv Upon Start of a Maintenance Phase

Figure 2-9 Inspection Policy to Emulate the 2-Week Tests

2.6 ALTERNATE DESIGNS AND WHAT-IF CASE MODELS

After developing and analyzing the base-case model, the analysis team developed two design
variation cases and two what-if cases for further analyses. The identified test cases, developed in
collaboration with the IPs, were used to evaluate the impact of system design changes, test/inspection
frequency changes, and selected component improvement changes on the BOP system’s availability.
In each test case, only a single design change or specified parameter was modified; all other
parameters stayed the same as the base-case RBD model.

1. Design Change 1 — LMRP and Pipe Rams Only — It is assumed the BOP system does not
have a shear ram(s) in the stack of devices for isolating the well.

2. Design Change 2 - LMRP Only — It is assumed the BOP system only has the LMRP in the
stack of devices for isolating the well. The Pipe Rams and Shear Ram(s) have been removed
from the design.

3. What-If Change 1 - Test Frequency - The period between inspections and testing of the
BOP system is extended from two weeks to four weeks.

4. What If Change 2 - Component Reliability - Based on the project data analysis results and
several detailed discussions with the IPs, the team “improved” the reliability performance of
four BOP components.
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Using the project data analysis, the team identified 4 dominant components with the highest failure

rates or the largest number of failures that should be considered for improvement.

Next, the

subcomponents with the highest number of reported failures within each major component were
selected. Additionally, the top failure modes (including the failure modes that could be associated
with quality and possible training) were selected. The reliability of the component in terms of its
failure rate or mean time to failure (MTTF) that was impacted by component quality and possibly the

training of the personnel performing the MIT tasks were selected for improvement.

Table 2-1

presents the selected major components and associated failure modes selected for this case.

Table 2-1: Selected BOP Major Components and Percentage of Improvement

Highest Number

of Component Percent of | Percentage of
BOP Major Component Failure Component Failure Modes Failure Improvement
Sub Plate External Leak 42%
Blue and Yellow Subsea Mounted (SPM) | Component out of
. 3% 52%
Control System Valve & specification
Manifolds Substandard workmanship 7%
External Leak 55%
. . ti C t out of
Choke & Kill Valves and Lines Connec_lon and om_p_o ne_n outo 5% 83%
Spool Pieces specification
Substandard workmanship 23%
Processing Error 28%
Component out of
MUX Control System CCuU .p. . 11% 48%
specification
Substandard workmanship 9%
Mechanical Failure 26%
. . . f
Pipe and Test Ram All inclusive Com.p'o ne-n touto 6% 58%
specification
Substandard workmanship 26%

The improvement made for each major component was to eliminate the failure modes that largely
contributed to a component’s failure. For example, if Component X had three failure modes that
accounted for 70% of the component’s failure rate, we would artificially lower the failure rate by
70% to reflect the improvement in the What-If analysis.
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3.0 ANALYSIS ASSUMPTIONS

In performing the RBD simulation to estimate BOP system availability characteristics, the analysis
team made several assumptions.

3.1 GENERAL ASSUMPTIONS

e All spare parts are available at the rig; the average repair time for components does not
include any time for obtaining spare parts from onshore suppliers

e All specialized crews needed to make necessary BOP repairs are available at the rig

e Human errors introducing failures into the BOP system during test, inspection and/or
maintenance are not included model; however, they were indirectly considered via
improving the reliability of selected components in What-1f Case 2.

e Common cause failure of BOP subsystems with redundant components was not included in
the analysis due to insufficient data.

The system availability results presented in this report are only based on the estimated time that is
required to perform the PM and CM tasks, assuming that the spare parts and the specialized crew are
available to perform the necessary tasks. However, the absence of the required spare parts and
specialized maintenance crew could result in additional time to perform the maintenance tasks, hence
reducing the estimated system availability.

3.2 SPECIFIC ASSUMPTIONS

e The lifetime of the BOP is 5 years (for analysis purposes).

e Failures of any BOP components located in the stack forces the model to switch to
maintenance. phase and counts against the on-well availability (availability without PM and
inspection).

e Failures of any BOP components located on the rig will not count against the on-well
availability (availability without PM and inspection) unless all redundancies have been
exhausted.

e Failures of any BOP components located on the rig are assumed to be correctable without
the introducing any downtime. In other words corrective maintenance of equipment located
on the rig does not require the system to be down. The only exception to this is
simultaneous failures of redundant components.

e All subsea subsystems can only be repaired once the BOP brought up to the rig.

e All BOP preventive maintenance takes place on the rig.

e Choke and kill systems are both required for BOP successful operation.

e The use of shear rams is considered as an emergency action in which the well will be
abandoned. In reality, there are two other situations where the shear rams may be activated
but these events are not considered in the model:

0 Accidental shear by the operator
o0 Shear due to rig loss of position control
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e A failure in one of the SPM valve “open” circuits effectively disable the corresponding SPM
valve closure circuit, eliminating this circuit ram closure signal.

e Hydraulic accumulators provide redundant backup to the hydraulic pumps.

e Average time the BOP is on well (i.e., not on the rig for MIT) is 8 weeks.

e Pressure tests occur at 2-week intervals.

e Duration of each test is 10 hours which is based on an average test durations reported by the
IPs. The BOP is available for operation, if needed, during testing.

e Once a failure occurs, the failed BOP component will undergo CM and PM.

e For the purpose of this RAM study, the time duration for pressure and function testing were
combined. The test time includes actual test time and any preparation before testing begins.

The pressure and function test duration or test time was determined after discussing several test
situations with the IPs. Test duration for the BOP depends on many conditions and variables. The
actual test time could be less than an hour. However, time to prepare the well and BOP equipment
for testing are impacted by the BOP configuration (such as number of RAMS including blind shear
and test ram), availability of test equipment, the drilling depth and the well condition and pressure at
the time of testing. Given these variables and potential issues occurring during the test procedures,
BOP test duration might range from 1 to 24 hours. A sampling of the recent reported test durations
included times of 1, 2, 6, 8, 10, 12, 14, 16 and 24 hours. The team, with input from the IPs, selected
10 hours as the minimum test duration for this study based on the average of some of the
recent/reported test duration.

The selected test time (10 hours) is only minimum/reasonable amount of time for testing the BOP
system only during normal routine operation, given the fact that the BOP stack is latched on to the
wellhead and initial BOP system testing after installation is satisfactory.

3.3 BLOCKSIM 7 ANALYSIS PARAMETERS

In performing the RBD simulation of the BOP system, the analysis team specified the following
parameters for the analysis:

e Simulation Factors:
Simulation End Time: 43,825 Hours or 5 Years
Number of Simulations: 100
o Corrective maintenance takes place upon a failure for Operating Scenarios B and C.
e Preventive maintenance occurs only when the BOP is on the RIG.
e BlockSim’s inspection facility is used to emulate the 14-day tests.
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4.0

RESULTS SUMMARY

Using two separate component failure datasets and considering several design alternatives and
what-if scenarios, fifteen separate analyses of the BOP system were performed. These fifteen
separate analyses included the analysis of the three operating scenarios as detailed in Section 2.4 for
the five analysis cases outlined in Table 4-1. In each case the input MTTF values are obtained from
the BSEE Data Analysis Report, supplemented with data from industrial data references (IEEE
STD 497, OREDA 2009) where data gaps existed.

Table 4-1: List of Analysis Cases

Analysis Case

Description

Base Case - All functions; IP Data

This configuration considers all BOP well control system
capabilities, including annular, pipe Rams, shear rams, auto
shear and emergency disconnect systems and associated
controls and choke and kill components.

Design Change 1 LMRP Annular &
Pipe Rams Only; IP Data

This configuration considers BOP well control system
capabilities, associated with annular, pipe rams only and their
associated controls and choke and kill components.

Design Change 2 - LMRP Annular
Only; IP Data

This configuration considers BOP well control system
capabilities associated with annular only and its associated
controls and choke and kill components.

What If Case 1; Test Interval 4 weeks;
IP Data

This What-If case evaluates the impact of increasing the
inspections interval form 2 weeks to 4 weeks. The base-case
BOP configuration is used for this What-If case.

What If Case 2; Improved reliability
of select components; IP data

This What-If case evaluates the impact of improving the
reliability of more frequently failing BOP components, based
on the data analysis results. Specifically, this What-If case
includes reliability improvement of the (1) blue and yellow
subsea control system, (2) choke & kill valves and lines,

(3) MUX control system, and (4) pipe and test ram. The
base-case BOP configuration is used for this What-If case.
Reliability input data was adjusted based on Table 2-1.

Table 4-2 tabulates the simulation results for the three operating scenarios and the above analysis
cases. The reliability block diagrams for these analysis cases are provided in Appendix D.
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Table 4-2: Results Summary

Operating Scenario A

Operating Scenario B

Operating Scenario C

BOP Analysis Cases

Mean Availability For
Drilling Operation
Period (On Well) With
At Least One Well
Control Function
Remaining to Control a
Well Kick

Mean Availability for
Drilling Operation
Period (On Well) While
Maintaining All BOP
Well Control Functions
Assuming CM
Performed Without
Pulling of the Stack

Mean Availability for
Drilling Operation
Period (On Well) While
Maintaining All BOP
Well Control Functions
Assuming Any Subsea
CM Performed Requires
Securing of the Well
and Pulling of the Stack

Base Case: All Well-Control

reliability of select components)

. .9991 .9902 .9835
Functions
Design Change 1 (LMRP
Annular(s) & Pipe Rams Only) 9946 9881 9882
Design Change 2 (LMRP
Annular(s) Only) .9937 .9876 .9878
What-lf Case 1 (4 week test 9995 9371 934
interval)
What If Case 2 (Improved 9993 9912 99
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5.0 OBSERVATION AND CONCLUSIONS

The simulation calculated report the availability figures of merit for the Bop system without PM and
inspection activity (i.e., while in service “on well”). Since the BOP is a safety critical system the
availability result without the PM and inspection is of interest.

The estimated availability of the BOP system for Operating Scenario A ranges from 0.9937 to
0.9995. (Note: Results of Operating Scenario A represent the BOP availability to control a well kick
by at least one well control function, which is a better measure of the BOP system availability
relative to its overall safety operation.) For operating scenarios B and C, the estimated availability for
the BOP systems ranges from 0.9871 to 0.9912 and from 0.9835 to 0.99, respectively. A comparison
of results of the Operating Scenario A to the results of Operating Scenarios B and C reflects the
expected outcome that the BOP availability for at least one well control function operating is
significantly higher (i.e., approximately one order of magnitude improvement) than the BOP
availability for all well control functions.

In addition to the above observation, the team made the following observations:

e While the BOP system is constructed with many subsystems that internally have multiple
layers of redundancy, the BOP also has single component failure points in its design. These
single failures are the dominant contributors to the estimated BOP probability of failure on
demand. Based on these RAM results, the dominant contributors to the estimated BOP
failure on demand probability are the two single failure points: LMRP connector failure, and
Well Head Connector failure. Combined, these two component failures contribute over 99%
to the estimated unavailability of the BOP system during “on well.” In the calculations, these
two components have an equal contribution to the estimated unavailability of the BOP
system.

(Note: These dominant contributors were identified based on the total failure rate data for
these devices for all failure modes without any differentiation to unsafe and safe failure
fraction of the respective failure modes.)

e Due to a lack of available data from the industry, common cause failures of redundant
subsystems were not included in the BOP system model for the RAM analysis. Such failures
may be significant contributors to subsystem failures that are designed with redundant
components. Considering the highly redundant features in much of the BOP system design,
further investigation into sources of failure data for BOP common cause failures should be
considered.

e To demonstrate the contribution of the component failures associated with non-shearing

control measures (i.e., pipe rams and annulars), BOP system availability considering pipe
rams and annular(s), and annular(s) only operating were evaluated (i.e., design changes 1
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and 2). While these results indicate that the removal of the shear rams and pipe rams (design
change 2 only) had little impact on BOP system availability, this results because the
remaining component failures, especially the two single point of failure items, have a more
significant impact on the BOP system availability than the impact of the removed items on
the system availability. However, readers are cautioned to not draw the conclusion that these
results indicate the redundancy provided by the removed well control items are not important.
The shear and pipe rams are considered important part of the BOP system and provide the
required redundancy and essential functions for controlling the well.

What-If Case 1 analysis indicate the system availability is not significantly changed by the
extending of the test interval for all operating scenarios, with an average availability
reduction of 0.2% for Operating Scenarios B and C. Specifically, the no change in operating
scenario A availability was expected since this scenario is based on allowing the BOP
functionality to degrade until the BOP can’t sufficiently function to control a kick (i.e., no
inspection and test are performed). As for Operating Scenarios B and C, the BOP availability
for all operating configurations is reduced for one case. The result for the remaining case may
indicate no change or drop in availability, but due to model rounding of the results, it is not
possible to determine the significance between the results, 0.9835 and 0.984.

What-If Case 2 analysis shows that improving the reliability performance of a few selected
components in the BOP system caused a slight improvement in the estimated BOP
availability in all three operating scenarios. The four components selected for improvement
were identified in the BSEE Data Analysis Study (ref. 1) as less reliable BOP components.
However, the BOP system design includes redundant features for these particular
components and thus their failures were small contributors to the BOP system failure
probability.

Improving the reliability of, or gaining better understanding of unsafe and safe failure
fractions for, the single point of failure components and other components, which were the
major contributors to the BOP estimated unavailability, should cause a significant
improvement in BOP availability. Improvements might be achieved through better
construction/quality assurance of these items, better item design, and/or reducing
detection/repair time of the items.
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This appendix provides a list of relevant industry data sources used during the RAM analysis.

BSEE Data Analysis, BOP Failure Event and Maintenance, Inspection and Test (MIT) Data
Analysis for BSEE (project related analysis), ABS Consulting Inc., 2013.

IEEE Std 493™ Recommended Practice for the Design of Reliable Industrial and
Commercial Power Systems, Institute of Electrical and Electronics Engineering, Inc., 2007.
OREDA 2009, Offshore Reliability Data 5™ Edition, Volume 1 &2, SINTEF, 2009.

SINTEF Report 2012, Reliability of Deepwater Subsea BOP Systems and Well Kicks,
SINTEF, 2012.
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APPENDIX B - LIST OF DRAWINGS
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This appendix provides a list of drawings used during the RAM analysis.

S/D, SCOPE OF SUPPLY

S/D, HYDRAULIC, LMRP

S/D, HYDRAULIC, STACK

S/D, HYDRAULIC, MUX POD

S/D, BLOCK DIAGRAM HYDRAULIC INTERCONNECT
S/D, HYDRAULIC POWER UNIT

S/D, FAMILY OF FUNCTIONS

S/D, SYSTEM CABLING BLOCK DIAGRAM
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APPENDIX C - FAILURE AND REPAIR DATA
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FAILURE AND REPAIR DATA INPUT TO RBD MODEL

The individual component reliability data was gathered from several sources and organized in the following table. The MTTF and MTTR values in this table were used to populate the
RBD simulation model. Data from the BSEE Data Analysis study was used to the extent that they were available.

Table C-1: Reliability Data for Individual BOP Components

Subsystem / Component | Quantity | MTTF Source | MTTR | Source PM Source | Inspection | Source
POWER Subsystem
UPS 2 9,499,764 IEEE Std 493-2007 3.688 | IEEE Std 493-2007 4.625 | BSEE MIT Data Analysis 3.688
POWER DIST PANEL 2 102,156 IEEE Std 493-2007 5.74 IEEE Std 493-2007 5.74 5.74
SUBSEA XFMR 2 74,357,512 | IEEE Std 493-2007 4.272 | IEEE Std 493-2007 4.272 4.272
CCU - Elect. Controls
Remote Driller Panel 2 112,373 BSEE Data Analysis 5.9 BSEE MIT Data Analysis 2 BSEE MIT Data Analysis 4.406
Driller's Panel 1 112,373 BSEE Data Analysis 5.9 BSEE MIT Data Analysis 2 BSEE MIT Data Analysis 4.406
Remote Control Panel 1 112,373 BSEE Data Analysis 5.9 BSEE MIT Data Analysis 2 BSEE MIT Data Analysis 4.406
Processor & Equipment Cabinets (CCU) 2 10,345 IEEE Std 493-2008 0.771 | IEEE Std 493-2008 0.771 0.771
Power Isolation J-Box 1 308,7252.6 | IEEE Std 493-2008 2.519 | IEEE Std 493-2008 2.519 2.519
MUX System
J-Box MUX Umbilical 2 308,7252.6 | IEEE Std 493-2008 2.519 | IEEE Std 493-2008 2.519 2.519
Cable Reel 2 63,938 OREDA 2009 40 OREDA 2009 5 5
Hydraulic Power Unit (HPU) — Hydraulic Controls
HPU I/F Control Panel 1 112,373 BSEE Data Analysis 59 BSEE MIT Data Analysis 2 BSEE MIT Data Analysis 4.406
Reservoir / Mixing Unit 1 126,420 BSEE Data Analysis 59.9 OREDA 2009 10 10
Accumulator 180 GAL 16 Station 5K 1 1,820,448 BSEE Data Analysis 2.92 BSEE MIT Data Analysis | 6.88 | BSEE MIT Data Analysis 2
Accumulator 285 GAL 20 Station 5K 2 1,820,448 BSEE Data Analysis 2.92 BSEE MIT Data Analysis | 6.88 | BSEE MIT Data Analysis 2
Accumulator VM1 3 71,839 BSEE Data Analysis 16 OREDA 2009 2 2
100 HP Pump 3 16,458 OREDA 2009 34 OREDA 2009 5 5
Suction Strainer 100 Mesh 3 8,333,333 OREDA 2009 1 1 1
Filtration Unit 1 8,333,333 OREDA 2009 1 1 1
Hydraulic Hotline & Rigid Conduits
Hotline Reel 2 2,439,024 OREDA 2009 2 OREDA 2009 2 2
Rigid Conduit 1 2,439,024 OREDA 2009 2 OREDA 2009 2 2
Stack
LMRP Connector 1 126,420 BSEE Data Analysis 3.95 BSEE MIT Data Analysis | 12.22 | BSEE MIT Data Analysis 10 IP - See Assumption
Stack Accumulators (16 * 80 Gal) 1 1,820,448 BSEE Data Analysis 2.92 BSEE MIT Data Analysis 6.88 | BSEE MIT Data Analysis 10 IP - See Assumption
Valve, 3WNC, SSUB X SSUB, SPM 32 958,131 BSEE Data Analysis 15.04 | BSEE MIT Data Analysis 5.63 | BSEE MIT Data Analysis 10 IP - See Assumption
Shear Seal Valve, Solenoid, 3WNC (6) 36 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
VVALVE 3W DOUBLE PILOT (38) 2 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Shuttle Valve 16 2,073,288 BSEE Data Analysis 5.545 | BSEE MIT Data Analysis | 4.833 | BSEE MIT Data Analysis 10 IP - See Assumption
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Subsystem / Component Quantity MTTF Source MTTR Source PM Source Inspection Source

LMRP Annular 1 36,120 BSEE Data Analysis 6.88 BSEE MIT Data Analysis 16.6 | BSEE MIT Data Analysis 10 IP - See Assumption
Upper Shear Rams 1 63,210 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 | BSEE MIT Data Analysis 10 IP - See Assumption
Lower Shear Rams 1 63,210 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 | BSEE MIT Data Analysis 10 IP - See Assumption
Upper Pipe Rams 1 34,874 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 | BSEE MIT Data Analysis 10 IP - See Assumption
Middle Pipe Rams 1 34,874 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 | BSEE MIT Data Analysis 10 IP - See Assumption
Lower Pipe Rams 1 34,874 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 | BSEE MIT Data Analysis 10 IP - See Assumption
SSTV Rams 1 34,874 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 | BSEE MIT Data Analysis 10 IP - See Assumption
Auto Shear ARM Valve T4 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Hydraulic Autoshear Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Well Head Connector 1 126,420 BSEE Data Analysis 3.95 BSEE MIT Data Analysis | 12.22 | BSEE MIT Data Analysis 10 IP - See Assumption
Subsea Electronic Module 2 45,971 BSEE Data Analysis 0.77 OREDA 2009 0.77 | OREDA 2009 10 IP - See Assumption
POD Pressure Regulator w/o POCV Y 2 140,467 BSEE Data Analysis 15.04 | OREDA 2009 5.63 | OREDA 2009 10 IP - See Assumption
POD Pressure Regulator including POCV B 2 137,913 BSEE Data Analysis 15.04 | OREDA 2009 5.63 | OREDA 2009 10 IP - See Assumption
Choke & Kill System

Choke Line 1 42,528 SINTEF 2012 117 SINTEF 2012 5 10 IP - See Assumption
Kill Line 1 42,528 SINTEF 2012 117 SINTEF 2012 5 10 IP - See Assumption
Upper Inner Choke Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Lower Inner Choke Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Lower Inner Kill Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Upper Inner Kill Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Lower Outer Choke Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Upper Outer Choke Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Lower Outer Kill Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Upper Outer Kill Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Inner Bleed Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Outer Bleed Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Choke STAB 1 252,840 BSEE Data Analysis

Kill STAB 1 252,840 BSEE Data Analysis

Choke Test Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Kill Test Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Shuttle Valve 20 2,073,288 BSEE Data Analysis 5.545 | BSEE MIT Data Analysis | 4.833 | BSEE MIT Data Analysis 10 IP - See Assumption
SPM VALVE 40 958,131 BSEE Data Analysis 15.04 | BSEE MIT Data Analysis | 5.63 | BSEE MIT Data Analysis 10 IP - See Assumption
Shear Seal Valve, Solenoid, 3WNC (6) 40 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
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BASE-CASE - ALL FUNCTIONS RELIABILITY BLOCK DIAGRAM

{UPS) supplis power to Power (Power Distribut lon Panel and Subses XAV

are required to supply power

4 Redundant Control Panels || 2 Redundant Processors and | Either Blue or Yellow 3-Box MUK
Only 1 panel required uipment Bhe or Yellow Umbilical

Either Blue or Yellow Control Equipment and only | Control Panel s required

cou

Distribution Panel
2 Redundant power suply paths
POWER
ROET

YELLOW LPS YELLOM PONER DS }—

¥
B Poar

'-l| BLUE LPS |“'O'| BLLE POWER DIST PANEL |—

]

LIPS

Surface Transfommers Removed based on mput from 1P
In case of a failure each UPS can be bypassed to RIG power

Since RIG power ks outside the scope, the bypass blocks used in this
never fall.

Yellow and Blue power paths have been modeled as redundant with

crossover possibility. Le. I§ yellow power fails blue will supply 1o HPU

Control Panel and CCU, and if blue falls yellow will supply power to
HPU Control Panel and CCU.

P ar
2

'| Power lsolation 380x H

Criller's Paned

Yelow Remote Driller Panel i
|

Blue Remote Driller Panel

Remote Control Panel

The SUBSEA XPMRS are placed in a logical series configuration with
JBOX MUK Umbilical and Blie Cable Reel  Please note that there is
no crossover hetween the 2 subsea transformers therefore this a
correct RBD logic placement. According to fundional Mow disgram
these transformers should be after the POWER DIST PANEL,
Howewver that section of the RBD impl
be a cored logical place for these Lransformers.

not have to adhere to a functional flow diagram,

ies a crossover that would not
The RBD logic does

Blue Processor Equipment
Cabinets (COL)

H SUBSEA ¥AVR-BLLE H Blue Hox MUK Umblical H

Blue Cabls Res|

Cahinets (COU)

Yelow Processor Equipment

H SUBSEA XFMR-YELLOW HYchw J-Box MUK Llrrblll:dH Yelow Cable Reel I—

Panel

Pumps have 3 modes of operation "ON', "0H*, and "AUTO". In cise
af all control fallures the pumps can be manually operated, However
loss of control signals will inhib any control of the BOP functions,

therfore the manual operat ion of the pumps cannot be considersd as)
a backup mode of operation,

Pumps are powered directly from the RIG's 480V source. Since RIG

Power Is outside the scope of this analys|
on the control sianals from CCU and control panets.

Is then PLMPS anly depend

HPU IfF Control Panel H Reservoir / Muxing Unit

Azcumulator 265 GAL 20

Pl1

Suction Sl:a;er 100 Mesh ! 100 H9 Pump 1
Suction Stzal;er 100 Mesh | 100 HP Pump 2 Filteration Unit
Suction Stnl;er 100 Mash 100 HP Pump 3

¥ Accumnalator VM1-1

Station 5K (Bank 1)

Pi2

o Accumulator 285 GAL 20
Station SK (Benk 2)
Ar i 180 GAL 18

M on single equipment on the rig will not bring the system down.
Loss of all redundancies will bring the system down.

Station 5K

Accumulator VML-2

¥ Accurulator VMI-3

At
3of3

If the pumps are lost the sccumulators will have lmited charge enough to seaire the well

All3 Aco

hanks are requir

Therfore the circular connector symbol after the
accumulators isset to 3 out of 3,

HPL

e

Ihis Is also called the RISER
Connector, and according to a
functional flow diagram it
belongs after the Annular.
However, based on RBD logic
failure of this connector will
render the rest of the BOP

noperable,

TO Input: Rigs are only equipped with only
1 Rigid Conduit. But they have 2 Hotline
Reels.

PQD Presure Regulitor

A

POD Pressure Regulator

'| SEMB H ncluding POCY B /o POCY B
SEM Y POD Presure Regulator POD Pressure Regulator
Including POCY ¥ wio POCY Y

Fallure of the Riser Connector s

-

HHotine Reel B 313131905

Hotline Real ¥ 313131905

would require a catastrophic
Tailure of this connector to have

connector that has mpacted

justifies inchiding this connector|

Both CCU and HPU are required.

The hode "To BOP Stack" Is in 2 out of 2

configurat ion,

considered very rare and it

an impact on the BOE,
However the industry has
ce severe fallures of Lhis
the whole industry.  This

In this RBD,

RBD.

1, Given & critical fallure on the LMRP Connector all other functions on the BOP will be lost

2, Even the Emergency Disconnect requires the LMRP connector
3. ROV or Acoustic are the lasl remaining options to controlling the well. Mot modeled in this

When a connector node indicates "20f2 Required" the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-1 All Functions Reliability Block Diagram (1 of 3)
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.Ilr ANNULAR OPEN 485 - Shior Soul

Valva, Soknakl, IANC (8 &

15" SPMANMULAR OPEN
B

I7 ANNIURLAR OPEN &5 - Shear Seal
Valve, Solnaid, IWNC (8) Y

15" SPMANMULAR OPEN
¥ g

4 Z7ANNULAR CLOSE 44 - Shear

SaalVake, Solnoid, IWNC (5} B

|-y 157 SPM ANNLLAR CLOSE
B

27 ANNULAR CLOEE 34 - Shiar

Seal Vake, Sobnod, IWNC {6} Y

e g B Ojpaon, 55 = Shiie

..ﬁwnc?m&ano;mnw-shu

06 Upy
Saal vak e, Saknod, SWNC {5) R

_,] 1.5% SPM AMNNLLAR CLOSE
¥

B 1.5" SPM Lipper Pipe Ram
Open B

Saal vaka, Sakrod, SWNC {8) T

L

1.5" 5PM Upper Pipe Ram
Open Y

56 Upper Ppe Ram C ke 100 -

Shaar SaalValve, SoENOK, IWHC
EIB

5 Upper I pe Ram C b 100 -
§ chaar Sealval, Sobnaid, WG

5" SPM pr\_r Pipe Ram

1.5" 5PM Lipper Pipa Ram
Closa ¥

By

@ Shattle Vave 222-1
[Annular Open)

Shuttls vave 204-5
(Lipper Ppe Rams Cose)

Lo a failure of the t:l.u!; walhve,

Annular OPEN hydraulic circuit his been modeled to show that a failure of the OPEN valve that won'l vent may lead
*2012" on the ciraular symbol Lo the rght of the shuttle valves,

The Open and Close circuils are consikdered in series and this & denoted by the

LMAP Annudsr _O—
M

3
2

Upper Pipe Rams OPEN hydraulic circult has been modeled bo show that a faiure of the
OPEN valve that won't vent may kead to a fallure of the CLOSE valve, The Open and
Close: circuits are considered i series and this is denoted by the "20f2" on the circular
symbol to the right of the shuttle valves,

POD Port 22 is labeled

not used in t

er Pipe Rams HI Press Close”. Based on TO nput these hydraulic drouils are meant Tor configuratlon that have a mm rams anel

e configurations with pipe rams.  These valves are actually dummied off an the BOP, therefore removed from this i

o)

Vaves

Upper
Kill

Upper
Choke

51Mddi Ppe Ram Open 61 -
haar Saal Valve, Soknoid, JWNC

1" SPM Middle Pipe Ram
Open B

51 Middie Ppe Ram Open &1 -

Shvoar Soal Vv e, Sobnoid, IWNC

1" SPM Mddle Pipa Ram
Open Y

8 hddl P Ram C ko 303 -

W Shour Seal Ve, Soknoid, IWNG
E8

1" 5EM Middle Pipe Ram
Cose B

T TACKT 0 P i P e 3008

¥ Shear Sealvalve, Soknoid, FNNG |-

1" 5PM Middle Pipe Ram

(B Closa ¥
|73 Lower Pipe Ram Open 67 - Shesr| 1" SPM Lower Pipe Ram
Seal Valve, Sabnod, SWNC (6) B Open B

73 Liweer Pipe Fam D 67 - Shiar

Soal Vale, Solenoid, IWNC {8) ¥

1" SPM Low er Pipe Ram
Open Y

A1 B0 Lowir Pipe Ram C los 65 - Shoar

Soal Vak e, Solmoid, IWNC (5B

1" SPM Law er Pipa Ram
Cose B

o150 Lowir P ipen Fam © loso 66 - Shoar

SaalVaka, Soknaid, SUNC (5) ¥

_4 1" 5PM Low er Fipe Ram
Close ¥

Valve, Soknot, RANC ()8

o 5 SSTV Ram Open & - Shear Seal |

1% SPM S5TV Ram Open B |4

o T 55TV RamOpen @ - Shear Saal
Wabv s, Soknoid, TWNC (5) Y

4] 1" SPMSSTV Rem Open ¥

of ESSTV Rim Clome 9 - Shivr Soul

Vabru, Soknoid, IWNC ()8

‘4 1"5PM 55TV Ram Close B

o 3 SSTV Ram Close 8 - Shear Seal

Walve, Sonaid, IWNC (6) ¥
42 Lower shaar RAMS Cpen

~H Shear Seal Valve, Sobnold, WG
E) 8

1% SPM SSTV Ram Cose ¥

1" SPM Lower Shear RAMS
Open B

Shear SaalValve, Soenok, IWNC
BIY

A2 Lower Shear RS Cpen 30 -

1" 5PM Low er Shear RAMS
Y

B Lower Shoar RAMS Tl 3~

H e Seal Valve, Sokroid, VNG
i

|y 1" SPMLower Shear RAMS
Oose B

B Luwis Shiar RANS C b 8-

Shesr Seal Vaha, Solnoid, JWNC
(3N

1" SPM Lower Shea RAMS
Closa ¥

#5 Lower Shaar RAMS High
wrwnr.hwan-mw

GLGW
Prissure Clowe 36 - Sh&I M
Yaive Solenaid, IWHC Y

Pressure Close 37 - Shaar Seal
TANC (6) 8

T Upper Shoar RAME High
¥ Prosare Cloo 37 - Shar Saal

¥ chear SealValva, Sobnald, SWNG
E19

T Uppe St RAMS High

25\pper Shea RAMS Cpen 7 -

High Pressure Ooss B

L 1" SPM Low er Shoar RAMS |

1" SPM Lower Shear RAMS

Hgh Pregaure Close Y

1" SPM Lipar Shea RAMS
High Fressure Oose B

1.5%SPM Upper Shesr
Open 8

Stack Accumulators (16 *
80 Gd)

=18 Shaar RAMS O = . ot o
.[ Mn; Valve, SBWI:.;NK 15 RSJ\P:%UDD::; i.hm | Thewar M\Mk@ _:Jh!ﬂﬂ. INNC
01- Soknokd, JWNC (515
Vawe 2016 H Valve 201-3 H At Shear AFM Vake T4 1

B[AUTO SHEAR ARM 03 -
Soknoid, WNC [5)B
TAUTO SHEAR ARM (3=
Eolnad, INNC (5) ¥

Shuttle Vave 2046
(Mddie Pipe Rams Cpen)
Shuttle Vave 204-7
(Mddle Pipe Rams Oass )
Shuttie Vahe 204-8
(Lowaer Pps Fams Open)
Shuttle Vahve 204-9
(Lower Pipe Rams Cose )
Shuttke Vave 204-10
(S5TV Rams Open)
Shuttle Vave 204-11
(SSTV Rams Close))
Shuttle Vave 204-3
(Lower Shea Rams Open)

Shuttle Vave 205-1
(Lower Shear Rams Closa)

| Shuttle Valve 206-2 (Lower Shear

Close circults are considered In serles

Middle Pipe Rams OPEN hydraulic circuit has been modebed to show that a failure of the|
OPEN valve that won't vent mw lead to a fallure of the CLOSE vakve.

symbol to the right of the shuttle

e Open an:

and this Is denoted by the "20f2" on the circular
valves,

Mddle Ppe Rarr

4
Lower Ppe Rame =

Loverer
Choke

Lawer
Kl

to a fallure of the CLOSE valve.

Lower Plpe Rams UfF'ENhWrwrltg;:ul has been modeled to show that a fallure of the OPEN valve that won't vent may lead

Close circuts are considered in saries and this & denoted by the "20\’2" on the)
ri’r.ulur symbol to the riaht of the shullle vales,

] -l S5TV Rams

1 : |

Lower Shear Rams (PENhydraul

lead to a ladure of the CLOSE valve.

lic circuit has been modeled to show that a fallure of the OPENvalve that won't vent
. The Open and Close cirauits are considered in series and this is denoted by the "20f2"
on the draular symbol to the right of the shuttle valves.

Fama | Press Closs)

Stk Valve 205-1 (Upper Shesr

‘-I Lower Shea Rams

P M) Fresn o)

Shuttle Vave 204-1
(Upper Shea Rams Open)

38 Uppir Ehaar RANG Cloan 3 -

18 Lpper RAMS C -

Shax Sad Valre, Sakmaid, SN 3 5-muag:; Esth“ ‘
15" SPMUpper Shear @
RAMS Ol ¥

Lipper
Shea

Shuttie Vawe 204-2
{Upper Shea Rams Cosz)

03 AUTOEHEAR CONTROL RESET Hm AUTDEHEAR CONTROL VALVE -

WVALVE IW DOUBLE PILOT (381 B

D,

Vave 201-2 H Hydraule Autoshes Vave

1 - Sobnoid, SWNC

H 03 AUTOSHEAR CONTROL RESET H 01 AUTOSHE AR CONTROL VALVE -

®,

(583 WVALVE 3W DOUBLE PILOT (38) ¥

BOP Stadk
ROV and Acoustic backups are not Included,

Loss of al

M on '-hule equpment on the rig willnot bring the system down,
ies will bring the system down.

Upper Shear Rams OPED circuit his b

the EDS functionality which only connects to the Upper Shear Rams Close,

to show Lhat & faiure of the OPENvate thal won'l venl may lead to
a falkire of the CLOSE vahwe. The Open and Chse crcults are considered in series and in this case drawn in series to accomodate

When a connector node indicates "20f2 Required" the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-1 All Functions Reliability Block Diagram (2 of 3)
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(24 OUTER BLEED WaLvE oPEN 17 -] 05" 5PM OUTER BLEED

Saknotl, WNC (3D VALVE OPEN R

{24 OUTER BLEED VALVE OPEN 17 L] 05" SPM OUTER BLEED
Salermai, INNC (8) ¥ VALVE OPEN Y

0 INNER BLEED VALME DPEN - b 0.5" SPM MAER BLEED

Saknod, BNC (5) 8 VALVE OPENB

67 INNER BLEED vaLve oren g9-L1 05" SPM BRER BLEED

&
D

B 77

Sakmad. INNC (5) ¥ VALVE OPEN
o STURFERINNER KILL VALVE 0.5" 5PM UPPER INNER
OPEN & - Soknat], NG (5} KILL VALVE OPENB
GZUFFER INNER KILL VALVE 05" 5PM UPFER INNER
OFEN €5 - Salnad, MWNC (5] ¥ KILL VALVE OPEN Y
T1URFER OUTERKILL VALVE 05" SPM LEPER OUTER
OFEN &1 - Solnad, NG (5) B KILL VALVE OPENB
TLUPPER OUTER KILL VALVE 05" 5PM LPRER OUTER

OPEN £ - Soknail, MWNC () ¥ KILL VALVE OPEN Y

3] 47 UPPER INNER CHOKE VALVE 05" SPM LIPPER INMER
CFEN I - Suknot, BUNC (5 & CHOKE VALVE OPENB

L Dg

0.5" SPM UPPER INMER

CHOKE VALVE OPEN Y

4 47 UPPERINNER CHOKE VALVE
OPEN 31 - Solmad, JUHC (6) ¥

-] 3surpeR cuTER cHOxE vaLvE 0.5" 5PM LPPER OUTER

"] OPEN 4 - Soknoid, JWKC (5B CHOKE VALVE OPEN B
] sauprer cuter cHove varve 05" 5PM LPPER OUTER
7|_OPEN 4 - Solroid, IWKC () ¥ CHOKE VALVE OPEN Y

J 6 LoweR eeR cHore vaLve 0.5" 5PM LOWER INNER
TI OPEN 3 - Soknod, JWNC 818 (HOKE VALVE OPEN 8

|| 5 ower nier ke vase L] 0.5° SEMLOWER INER
’l OPEN 3 - Solnad, INNC (5) ¥ CHOKE VALVE OPEN Y

FBLOWER OUTER CHOKE valve Lf 0.5" SPM LOWER OUTER
OPEN 38 - Solmotl, WNC 818 [ CHOKE VALVE OPEN B

| Lower oures croxe vane LI 0.5" SPMLOWER OUTER
"] 9PEN 2 - Solmad, NNC (5) ¥ CHOKE WALVE OPEN Y

J muowes mnervvane L] 0.5° 59MLOWER INVER

¥| oPEN @ - Soknat, JUNC (E) B KILL VALVE OPENB

J miower minerii vanve 05" SPM LOWER INVER
‘1 OPEN S - Soknad, 30NC (5) ¥ KILL VALVE OFEN Y

0.5" SPM LOWER OUTER

KILL VALVE OPENB

T LOAWRR OUTRR KILL VALVE
OPEN 2 - Suknod, MG (8) 8

J BT LOWER OUTER KILL VALVE 0.5" SPM LOWER OUTER

'] OPEN % - Solnad, INC ) ¥ KILL VALVE OPEN Y

Y 35
Shuttle Yalve 220-0 (Lower
Inner Choka Open)
B39

110UTER BLEED VALVE CLOSE 22|
= Soknowd, IWNC (E) B

‘Bland Vivia Dpen)

11 OUTER BLEED VALVE CLOSE 22)
- Saknoid, IWNE (8) ¥

n 0.5% SpM OUTER BLEED
VALVE CLOSE B e
Sttt ul
V.
y 05" SPMOUTER BLEED @ Elond Vaw b Cloes) H Outer Bead Vave
VALVE CLOSE Y

Shuttle Yalve 20-1 (inner
Blead Vav ke Cpan)

gl Shuitrle Vv s 220-7 (Upper |
Inne kil g}
Shuttls valve 220-5 (Upper |
| @ Custer K1 Opan)y

Shuttle Vah e 20-1 (Uppir
e

|

Both Choke AND Kill systems are required
The Node "Choke and Kill" is in 2 out of 2 configuration.

Shuitrle Walve 29003 {Uppar
Outer Ch

(Shittie Vi e 220-11 (Lowr
Guter Choke Opan)

_adShuttia Viave 22015 (Lower |
n Inng Kil Gpan}
Shiattie Vaby o TTH 13 (Lo wor
st Kl Cipen)

Kil Line Kil Test Vabve
ESE VALVE CLOSE 79 G-§;m£m&sﬁb Heed 'l
~ Soknod, WNC (£) B fmumﬁﬁwnﬂ | 4 Inner Bead Yawe | Vaves
VALVE ELOSE 1 (.5" SBM INNER BLEED of2
- Sobniod, JNC {8 ¥ VALVE CLOSE 7
5 UPPER INNER KILL VALVE H 05" SPMLPPER BER | |
CLOSE 91 - Sokmad, SWNC (8] B KLL VALVE OLOSE B Shutt vak Vppor
{2 o o ot v | !
95 UPPER NNER KILL VALVE 0.5" SPMLUPPER BNER |, .
CLOSE B - Saknar, JNNC (5] ¥ KILL VALVE CLOSE ¥ [
B2 UPPER OUTER KILL VALVE 05" SPM UPPER QUTER 578 ! Upper
CLOSE 64~ Saknad, W )8 [ L VALVE CLOSE B Sn YovaS O | : .l Upper Cuter Kil Vel | ik
2 UPFER OUTER EILE VALVE 0.5 SPM LIPPER DUTER df2
CLOSE 64 - Sobesaid, JNNC (5) ¥ FILL VALVE CLOSE Y
SUPRER INNER CHOKE VALVE H 05" SPM LPPER BER |
CLOSE - Soknoid, 3uNC 8)8 ] CHOKE VALVE CLOSE B huttke Vak o 220-2 (Upper Upper lnner Choke F
Iy Choke Closs) Vave
gggg Jl;li!;c:uﬁs “E,T 01.5“ éﬁM LPiERLEl;fR
- e ) ¥ ["] CHORE VALVE CLOSE ¥ 'O
44 LIPPER: DLUITER CHOKE VALVE 05" SPM UPPER OUTER Lppet
CLOSE 5- Soknodd, IWNC {5) B
L0 5- Sokmo o) CHOKE VALVE (LOSE B R T |‘ 91;:::
@ upper oUTER CHORE balve | ] 0.5 SPM URPER OUTER Ouar Choks Clost) Vave 202
CLOSE 5- Solnod, 34NC B) Y [T CHOKE VALVE CLOSE Y
ChokeTest .
0 LOWER INNER CHOKE VALVE || 0.5 SPM LOWER INVER 'I ok Lie H Vave H Siche=TAS J '(5
CLOSE 40- SaBnadl, 3WNC (5)B || CHORE VALVE CLOSE B Chike
d
H1LOWER INNER CHOKE VALVE 0.5% 5pM LOWER [NMER i{“mﬂﬁémwl i 4 it \TSG e ’Kn
CLOSE 40-Sobnold, NG ) ¥ ') CHOKE VALVE CLOSE ¥ - o
Requred
25 LOWER OILITER: CHORE VALVE H 05" SPMLOWER QUTER | e N
CLOSE 3~ Sobmond, 2N ()8 | 7] CHOKE VALVE CLOSE B mﬂ;«m&gw Lower Ouer Choke Yake |— Choke
ourer chore vave || 0.5" SPMLOWER QUTER |, Vaves
CLOSE 3 - Saknakd, IWNC (5] ¥ CHOKE VALVE CLOSE Y @l
EBLOWER INNER KILL VALVE 0.5" SPM LOWER INNER
CLOSE 105 - Sakenoid, WHC ()8 ["]  KILL VALVE QLOSE B Bed
Shutte Vak'e 220- 16 (Lower | " -
ELOWER INNEK KILL VALVE 05" SPM LOWER, INVER Inar il Ce) [ 4 Lowes lorier KR Velve |
CLOSE 1055 - Soleroid, TWhC (5) 1 KILL VALVE CLOSE ¥ -).‘ )-+ STAB
SSLOWES OUTER KILL ViLVE H 05" SPMLOWER QUTER | - Lower Upper
CLOSE 57 Saknord, NG (5) b KILL VALVE CLCSE B “‘“g‘;:iﬁ:‘”gm"" Lower Gutr KRViRve Kil oF
Vilves Lower
BSLOWER OUTER KILL VALVE 05" SPMLOWER CUTER 20f2 il

CLOSE 5 - Saboad, 3WNC (8) ¥

M

KILL VALVE CLOSE ¥

_! Wel Head

Connector

When a connector node indicates "20f2 Required" the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-1 All Functions Reliability Block Diagram (3 of 3)
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Design Change 1 - LMRP ANNULAR & PIPE RAMS ONLY RELIABILITY BLOCK DIAGRAM

(LPS) supplis power Lo Power  |(Power Distribution Panel end Subsea XFMR) arel| 4 Redundant Control Panels 2 Redundanl Processors and | Eilher Blue or Yellow 1 Box MUK
Distribution Panel required to supply power Only 1 panel required cquipment Blue or Yellow Umbilical
2 Redundint power suply paths Either Blue or Yellow Control Equipment and only 1 Control Panel is required |
POWIR (el {

The SUBSEA XPMRs are placed In a loglcal serles conflguratlon with
JBOX MUK Urnbilical and Blue Cable Reel.  Please nole that there is
no crossover between Lhe 2 subsea transformers therefore this a
comrect RED logic placement. According to tunctional Flow diagram

these ransformers should be alter the POWER DIST PANCL.

However that section of the RED implies a crossover that would not
= be a correct logical place for these transformers,  The RBD loglc does
YELLOW LIPS }—"O"‘ i ”(Mpﬁg_l coxll ’—4 Pawer Isolatlon Hiox H Driler's Panel not have Lo adhere to a functional flow diagram,
¥
L" LPs Palrer B Bre-bemate DoleriFane Ble Processar_Equipment SLBSEA XFMR-BLLA Blue Hiox MUK Urmbilial file Gk Reel
Cubiels (COJ) '{}
‘ BLLE LPS }"O" BLLE POWER DIST PANE W' ellow Bemote Driler Panel = :
Rmote: Lyl Yellow Processor f it Rebl
B ellow Processof LOUPMENT b o peep xAVRYELLOW | M Yelow J8ox MUX Umbiicall]  Yelow Cabie Reel
s Cabirets (COU)
5
1
Remote Confrol Panel Pane This ks also callad the RISFR
Connector, and according Lo a
Surface Transformers Removed based on input from 19 functional flow diagram it
- L helongs after rthe Annular,
In case of a failure cach UPS can be bypassed to RIG power However, based on RED logic
Since RIG power ks outside the scope, the bypass blocks used In this failure of this connector will
dingram never lail, render the rest of the BOP
noperable.
Yellow and Blue power paths have heen madeled as redundant with Pumps have 3 modes of operation "ON', "OFF", and "AUTO", In case
crossover possibllity. Le. Tt yellow power falls blue will supply to HPU of all contral fallures the PLIMPS Can bhe manually operated, | In_wmer
Control Panel and CCU, and if blue ails yellow will supply power to loss of control signals will inhibit any control of the BOP functions,
HPU Control Panel and COL, therfore the manual operation ot the pumps cannot be considerad as = POD Proseun: Reguistor POD Pressrs ReaJitor
a backup mode of operation. y ] SEMB Inchiding POLV B wio POV B
Pumps are powered directly from the RIG' 480V source, Since RIG B LMRP Con |
Power i outside the scope of this analysis then PLMPS only depend 10 Input: Rigs are only “’“““_""" withonly | SEM Y POD Pressure Raqulstor L POD Praseure Ragulator
on the control signals from CCU and control panels. 1 Rigid Conduit. 1_I{‘lullsli'n-!y' hiwe 2 Hotline : = Irchiding POCV Y v /o POCV Y
eels, Stack
= o
NE uctian .1rra:\nr 100 Mesh J 100 P Pump 1 2 pf
= =] 5 Rigkd Comdult 1 I Failure L_)f the Riser Conneclor is
HBLI 1/F Control Panel H Reservor / Miing Link S ton ’tra[,“'" 100 ey 100 HR Pump 2 Flkaration Linit considered very rare and it
Pl A o would require a catastrophic
* [ suction Straker 100 Mech | S Hotle Reel B 313151905 failure of this connector Lo hiwve
3 2 an Impact on the BOP,
Cl) Accumulabor 285 GAL 20

_mthc- Peel ¥ 312131005
Station 5 (Bark 1) Accumulator VM 1-1 e
2

Accumulator 285 GAL 20 G e
o2 Statlon S (Bank 2) Accumiilator YM1-2

However the industry has

experience severe lailures of Lhis
connector that has impacted the
whole industry, This justifies

inchiding this connector in this
RBO,

Accumulstor 180 GAL 16 Accumulatar VM1-3
athn 5K

Both CCL and HPL are required.
3af3 The Node "To BOP Stack™ is in 2 out of 2
configuration,

Tt the pumps are lost the accumulat ors will have limited charge enough to secure the weall
v on single equipment on the rig will not bring the system down, A3 Accumulator banks a;m:ﬁ?ﬂﬁ“;ﬂoﬁt;‘ﬁ:mﬁ connector symbol after the
Loss of all redundancies will bring the system down. o 5.8 56 . sh

HPU

1. Given a critical failure on the LMRP Connector all other functions on the BOP will be lost
7. Even the Fmargency Disconnect requires the | MRP connector

3. ROV or Acoustic are the last remaining oplions Lo controlling the well. Mot modeled in Lhis
RED

When a connector node indicates "20f2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-2 LMRP Annular and Pipe RAMS Only Reliability Block Diagram (1 of 3)
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17 ANNULAR OPEN 45 - Shear Seal
Valve, Solenoid, IWNC (E) B

1.5" SPM ANNULAR OPEN
B Shuttle Vale 222-1

—

o] 17 ANNULAR OPEN 45- Shear Sed | ) 1.5" SPM ANNLLAR OPEN Ll
Valve, Solenoid, IWNC (8) ¥ ¥
LMRP Aninular Pt
3|27 ANNULAR CLOSE 44 - Stiear Sed| o) 1.5" SPM ANNULAR OLOSE t)gn %:I—‘—.in ()
Valve, Solenold, IWNC (5) B B T a%d Annular OPEN hydraulic circuit has been modeled to show that a failure of the OPEN A;r‘ill:;r Bleed
15" SoM ANNLLAR CLOBE AU O Close | valve that won't vent may lead to a failure of the CLOSE valve. The Open and Close I Valves
A 27ANTJULAR‘CLO§E44' Shear Sed ¥ (Anrular Close) Sof2 circuits are considered in series and this is denoted by the "20f2" on the circular symbol e
Vabve, Solenoid, IWNC (51 CRp to the right of the shuttle valves.
) SgUF"L\JfﬂI P‘Dg F"«W %D%’;vi?c’ 56h§:T1| 1.5" SPM Upper Pipe Ram
EaLielve, SO AATELE) Open Shuttle Valve 204-4
| 65 Upper Pipe Ram Open 93 - Shear 1.5" SPM Upper Pipe Ram (Upper Pipe Rams Open) W}
Seal Valve, Solenoid, IWNC (8) Open ¥ I I P l:;:gr'
5 Upper Ppe Ram Close 100~ 1.5 5pM Upper Pipe Ram 5O e Sheet Kl
B Shear Seal valve, Solenoid, SWNC dote B T Open | Upper Pipe Rams OPEN hydraulic circuit has been modeled to show that a failure of the LRR
(6)B U u %, BVRZ cl and OPEN valve that won't vent may lead to a failure of the CLOSE valve. The Open and
_| 56 Upper Pipe Ram Close 100 - 15" 5PM Upper Pipe Ram (Upper Plpe Rarns Close Close | Close circuits are considered in series and this is denoted by the "20f2" on the circular
rl Shear Seal valve, Sclencid, JWNC Cloge ¥ iopfp% symbol to the right of the shuttle valves.

PQOD Port 22 is labeled "Upper Pipe Rams HI Press Close". Based on TO input these hydraulic circuits are meant for configuration that have a casing shear rams and
not used in the configurations with pipe rams. These valves are actually dummied off on the BOP, therefore removed from this model.

.|51M\ddle Fipe Ram Open 61-5h%l’|_‘ 1" 5PM Middle Pipe Ram @
'l Seal Valve, Solenoid, 3WNC (8) B Open B Shuitl Vahe 2046
4|51 Middle Pipe Ram Open 61 - Shear 1" SPM Middle Pibe Ram (Middle Pipe Rarms Cper)
Sed Valve, Solenoid, IWNC (8) Y Cpen ¥ C’}
75 Middle Fipe Ram Close 103 - 0 . i I
B Shear Seal valve, Solencid, WNC 1" 5PM Middle Pipe Ram @ Middlk Pipe Rams Upper
&8 Lol Shutte Vahe 204-7 Open — Ghoss
| TBMiddie Pipe Ram Close 103 - 1" 5PV Middle Pie Ram (Midd Pibe Rams Close ) a?wd Middle Pipe Rams OPEN hydraulic circuit has been modeled to show that a failure of the
B Shear Seal Valve, Sclencid, SWNC H ol v 2 @ b OPEN valve that won't vent may lead to a failure of the CLOSE valve. The Open and
Bl REe 20f2 Close circuits are considered in series and this is denoted by the "20f2" on the circular
.l Fa3Lower Pipe Ram Gpen ETfShearH 1" SPM Lower Pipe Ram @ MPR symbol to the right of the shuttle valves. ﬁ
Seal Valve, Solenoid, 3WNC (6) B Open B Shuttle Yake 204-8 B
J73Lower Pipe Ram Open &7 - Shear 1" SPM Lower Pipe Ram (oW T A Choke
Seal Valve, Solenoid, IWNC (6) Open ¥
4| B Lower Pipe Ram Closs 69 - Shear 1" S5PM Lower Pipe Ram FII Lower Pipe Rams I—\—.( ’\,
Seal Valve, Solenoid, IWNC (8) B Close B _4 Shuttle Valve 204-9 Open — | - o 3 - o e Totier
" i i (Lower Pipe Rams Close and |Lower Pipe Rams OPEN hydraulic circuit has been modeled to show that a failure of the Kil
¥ 25;%;v2?§£%%?§ﬁc (Ssh)evar B L La;v;zrﬁlpe B @ Close | OPENvalve that won't vent may lead to a failure of the CLOSE valve. The Open and
2ofz | Close circuits are considered in series and this is denoted by the "20f2" on the circular
LPR symbol to the right of the shuttle valves.
BOP Stack

LMRP Annular and Pipe Rams

CM on single equipment on the rig will not bring the system down.
Loss of all redundancies will bring the system down.

When a connector node indicates "20f2 Required" the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-2 LMRP Annular and Pipe RAMS Only Reliability Block Diagram (2 of 3)
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2 QUTER BLEED VALVE OPEN 17-]|  0.5" SPM OUTER BLEED 11 OUTER BLEED \rAL\'!: ELGSE z|J 0.5% SPM OUTER ELEED
'l Sebeniid, (L] H VALVE OPENE Shtte Valye 203 AT - Solencid, 3NNC H VALVE CLOSE B Shutle Vave m”a._,l, H Both Choke AND Kill systems are requied
_ Outer Blead Vake The Node "Choke and Kill" is in 2 out of 2 configuration.
%NOU‘I‘E’ BLEED VALVE OFER 17 H 0.5" SPM OUITER BLEED Fests i 0 HOUTERBLEED VALYE CLosE 2| 0,57 SPM OLITER BLEED sk iud S e
Sclencid, JWNC (8) Y VALVE OPEN Y e VALVE CLOSE ¥
N KilLhe M kil Test Vale
9 INNER BLEED VALVE OPEN B9 - || 0.5 SPM INMER. BLEED 73 INNER BLEED YALVE CLOSE 79 H 0.5" SPM INNER. BLEED @ Bla
s ! 55 ed
Soleroid, IWNC (5)B VALVE OPEN B Soknosd, IWMC 5) B VALVE CLOSE B Shuttle Valve 2202 (irrer Irner Blead Valve Vahes
~ Bleed Vavis Open) Elead vavie Close) s0f2
o ttnen eeen vavve openes - || 0.5 oM R BLEED ,. IR BLEED vALVE CLose 25]y] 0.5 SPMINMER BLEED
Soencid, IWNC () Y VALVE OPEN ¥ P ko, 3G () Y VALVE (LOSE ¥
92LPPER INNER KILL VALVE OPENL|  0.5" SPM LPPER IN\ER @ S5LPPER INNER KILL VALVE 0.5" SPMLIPPER. INNER
65 Sclanicid, IWNC (5) B KILL VALVE OPENB CLOSE 91- Sclencid, INC (6 B KILL VALVE CLOSE B Shutte Valve 22048 (Upper ,| Upper Inner Kill Vave l
*znm:aamsnmu. mv:apan 0.5° SPM LPPER INER i.. T RN TOETE Irer kil Closs)
65- Sclnold, IWNC (8) ¥ KILL VALVE OPEN Y CLOSE 31- Sclencid, IWNC (5 ¥ KILL VALVE QLCSE Y L’O
7ALEFER OUTER KILLVALYE || 0.5 SPM LEPER OUTER R UFFER OUTERKILLVALVE |\] 0.5 SPM LPPER OUITER . toer
1 pE e H KILL VALVE GPEN B M "cuosem.sdmd.m(&a KL vaveacsee [ME7 ,lmm;mﬁ:s%pwl__.' T m:arxllvalw'- . Veles
Outer kil s
J 7LLPPER OUTER KILL VALVE H 0.5 SPM LIPPER OUTER <ol B2 UPPER OUITER KILL VALVE 0.5" SPM LPPER OUTER i
| 0B £3- Sctenid, 3WNC () Y KILL VALVE OPEN Y CLOSE 64~ Sclenold, IWNC () ¥ KILL VALVE QLOSE Y
47 UPPER INNER. CHOKE YALVE 0.5" SPM UPPER INNER. FUSEER INNER CHOKE VALVE 0.5" SPM UPPER. INMNER.
OPEN 31 - Sclerwid, 3WNC (B)B H CHOKE VALVE OPENE '. Sl Vave 2201 (pper " CLOSE 32- Sclencid, 3IWNC (5 B CHOKE VALVE QLOSER Shutthe Valve 220-2 (Upper Upper Inner Choke
§ UFPERINMERCHOE VALE |l 0.5" SPM LEPER DIER e ke opey FUPFER INNER CHOKE VALVE ] 0.5° SPM LPPER INNER ‘ veohe See Vake
M| oeen 31- Sclencid, aanic ®) Y (M) CHOKE VALVE CPEN Y CLOSE 32- Solencld, 3WNC (6 ¥ [ CHOKE VALVE CLOSE ¥
o 31upreR ouTER cHoke vaLve ||| 0.5° SPM LPPRER OUTER Y VA 5 R CLTER, r
W oeen s soknod, e @ [¥_croke VALVE openg oo 5. Sammd, i (68 [N GHOGE VALVE QLOSE Chore
= = - Me Vdve 2203 (Upper Shuttie valve 2204 :uppe- Upper Outer Choke Vahes
31 UPPER QUTER CHOKE VALVE || 0.5° SPM LIFPER OUITER Choke Opm> 44 LPPER OUTER, CHOKE vaLvE | J 0.5" SPM LPPER OUTER Ol-mr Choke C| Vake 202
OFEN 4- Solenold, IWNC (6) Y CHOKE VALVE OPEN Y CLOSE §- Solencid, 3VNC (6 ¥ HOKE VALVE CLOSE Y
J sLower ner croke vaue )] 0.5° SPM LOWER INER — : .. Croke Line |- ckeTest H Choke STAB
e s 1 ST e RS RS mmﬂﬁgm @ v A
O~ i AN Y H 7 SR OWER TheR @ ' D LOWER, INNER. CHOKE YALVE 0.5" SEM LOWER. INNER ﬁ;;ﬂgﬁg‘g&?wr .l Lowar Inr:r hoke de
OPEN - Sclerid, 3ANC (8) Y CHOKE VALVE OPEN Y CLOSE 40 - Soleroicd, 3V (8 T HOKE VALVE CLOSE Y @ Yake Rgmfizgd
=" ~ q'
FLOWER GUTER CHOKE VALVE || 0.5" SPM LOWER QUTER |, #LOWER OUTER CHOKE VALVE | 0.5" SPM LOWER QUTER
OPEN 33~ Sclencid, 3AWNC (8)B H CHOKE VALVE CPENEB M CLOSE 34- Sclenaid, MC (96 [N CHOKE VALVE CLOSE B i Lower
] TS S ONER TR s a i i M
% LOWER OLITER CHOKE VALVE z 2 Open) 2 LOWER OUTER CHOKE VALVE ] 0.5 SPM LOWER OUTER i
W Gren s sdlercid, wnic (67 M CHOKE VALVE OPEN'Y @ CLOSE 31~ solenoid, 2 (6 ¥ [?| CHOKE VALVE CLOSE ¥ 2012
76 LOWER INMER: KILL VALVE 0.5" SPM LOWER, INNER. w
" E5LOWER INNER KILL VALVE 0.5" SPM LOWER INNER.
OPEN 8- Sclenid, 3WNC (5)B H KLL VALVE OPENE '{cu.ase ms-sumu.m(s)aH KILL VALVE OLOSE B
. 1rrer Wil Open) Shutla Valve Z20-16 (Lower
P S Ly H O AL VALVE O Y SSLOWERINVERKILLVALVE || 0.5" SPM LOWER INNER @ trrer Kil Cioss) Sl
CLOSE 105~ Sclenold, IWNC (8) ¥ KILL VALVE CLOSE Y -br Kil STAB
| erLowsr oumER kL vaLve H 0.5" SPM LOWER OUTER 85 LOWER OUTER KILL VALVE 0.5" SPM LOWER OUTER Lower
By 3 g E Upper
N ope %2 slenoid, 34NC (5)8 KLL VALVE OPENB M;g*fg;;{;m CLOSE 97 - Sclenoid, IWNC (8) B KILL VALVE QLOSE B St Vave 2201 (Lowe H Lower Outer Kl vave Kl or
= Vahes Lower
B7 LOWER QUTER. KILL VALVE 0.5" SPM LOWER OUTER ESLOWER OUTER KILL VALVE 0.5 SPM LOWER QUTER
SRENR Sdek e B 'l KILL VALVE OPENY l. M c1ose 97 scenvid, wnc (9 v || KILL VALVE QLOSE ¥ @ j s in

When a connector node indicates "20f2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-2 LMRP Annular and Pipe RAMS Only Reliability Block Diagram (3 of 3)
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Design Change 2 - LMRP ANNULAR ONLY RELIABILITY BLOCK DIAGRAM

(Power Distribution Panel and Subsea XFMR) 4 Redundant Control Panels 2 Redundant Processors and | Either Blue or Yellow J-Box MUX
are required to supply power Only 1 panel required equipment Blue or Yellow Umbilical

(UPS) supplis power to Power
Distribution Panel

2 Redundant power suply paths Either Blue or Yellow Control and only 1 Panel is red

POWER ccu ]

The SUBSEA XFMRs are placed in a logical series configuration with
J-BOX MUX Umbilical and Blue Cable Reel. Please note that there is
no crossover between the 2 subsea transformers therefore this a
correct RBD logic placement. According to functional flow diagram

these transformers should be after the POWER DIST PANEL.
Howewver that section of the RBD implies a crossover that would not
be a correct logical place for these transformers. The RBD logic does

4.[ YELLOW LIPS ].;O,l TLLLUWD:U'F\'{L“ DIsT 4 Power Isohtion 1-Box H Driler's Panel | ] not have to adhere to a functional flow diagram.
¥ WO
| Power e i i .l S s S H SUBSEA XFMR-BLUE H Bhie 1-Box MUX Umbical H Blie Cable Reel | ;
BLLELPS 1 BLUE POWER DIST PANEL Yelow Remole Driler Panel ! 'O |
Q From —aI Yelow:Procesor Equpment H SUBSEA XFMR-YELLOW H\’ehw mum.mmht.iH Yelow Cable Reel I—
ups

‘ Control Cabinets (CCU)
Remote Control Panel Panel

Surface T £ R i based on input from IP
In case of a failure each UPS can be bypassed to RIG power
Since RIG power is outside the scope, the bypass blocks used in this

never fail.
Pumps have 3 modes of operation "ON', “OFF", and "AUTO". In case
Yellow and Blue power paths have been modeled as redundant with 4
crossover possibility. lLe. If yellow power fails blue will supply to HPU| of all control fallures the pumps can be operated. . I

lo: f control als inhibi ntrol of t P ctio:
Control Panel and CCU, and if blue fails yellow will supply power to -the:;onrei;e ::-;:::1 opxnltlon ott't:lar;t:np':::nn;lt.:gmw:Me';.;a
HPU Control Panel and CCLL a backup mode of operation.

Pumps are powered directly from the RIG's 480V source. Since RIG
Power is outside the scope of this analysis then PUMPS only depend TO Input: Rigs are only equipped with only
on the control signals from CCU and control panels. 1 Rigid Conduit. But they have 2 Hotline P
Reels. Stick
pf Sucton thi"wr 100 Mesh | 100 HP Pump 1
HPU 1/ Control Panel H Reservor | Ming Unit }—;O—p Sucton 5"‘*;3‘ 100 Mesh 100 HP Pump 2 b{
PIL |
B Ly sucton 5ua|31m 100 Mesh || 100 HP Pump 3
Power o Ao btor 285 GAL 20 n - = . |
2 Station 5K (Bank 1) & -2t
Act ktor 285 GaL 20
Act VMI-2
P2 Statha Sk 2) ‘ Acc. Both CCU and HPU are required.
Ac lator 180 GAL 16 30f2 The Node "To BOP Stack” is in 2 out of 2
W tn 5K N Acamwiser YML-3 * configuration.

If the pumps are lost the accumulators will have imited charge enough to secure the well

3 Accumul k: ired. Theif th et ol the
€M on single equipment on the rig will not bring the system down. AR LA L “::::rm:im- s setto 3 :;:;:Jr';' Oreymbol Mrae
Loss of all redundancies will bring the system down. :

HPU ]

When a connector node indicates "2o0f2 Required" the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-3 LMRP Annular Only Reliability Block Diagram (1 of 3)

D-9



This Is also called the RISER
Connector, and according to a
Ffunctional Flow diagram K

belongs after the Annular.
However, based on RBD logic
failure of this connector will
render the rest of the BOP
Inoperable.

. .| SEMB ‘ ’{ POD Pressure Requlator

4

POD Pressure Requlator
w/o POCY B

SEMY

Inchiding POCY B
LMRP Connector |

POD Pressure Regulitor
Incuding POCY Y

4

POD Pressure Regulitor
w/io POCY Y

Failure of the Riser Connector s
considered very rare and it
waould require a catastrophic
failure of this connector to have
an impact on the BOP.
However the industry has
experience severe failures of this
connector that has impacted the)
whole industry. This justifies
including this connector in this
RED.

1. Given a critical fallure on the LMRP Connector all other functions on the BOP will be lost

2. Even the Ei a y Dk ct requires the LMRP connector

3. ROV or Acoustic are the last remaining options to controlling the well. Not modeled in this
RBD.

17 ANNLILAR OPEN 45 - Shear Sed
Valvie, Sokenoid, WNC (6) B

1.5" SPM ANNULAR OPEN |
B |

17 ANNULAT OPER 45 - Stiear Seat | o] 1.5" SPM ANNULAR OPEN
O Valve, Soknoid, NG (6) Y ¥

27 ANMULAR CLOSE 4= Shesr 1.5" SPM ANNULAR CLOSE
= Vave, Solenoid, IWHC (B B B I

M 27 AMSULAR CLOSE 44 - Shew
Sedl Vave, Solencwd, SWNE (B) ¥

i 13" SPPANNILI Aumoﬁrl . |
X

Shuttle Yake 2221
(Annular Cpen)
O LMRE Annula O
LMRP
Shuttle Vahve 222-2 C?c:d Agnuh
I {Annular Closa) 20?: on.

Annular OPEN hydraulic dreult has been modeled to show that a fallure of the OPEN
valve that won't vent may lead to a fallure of the CLOSE valve. The Open and Close
circults are considered in series and this is denoted by the "20f2" on the circular symbol|

to the right of the shuttle valves.

BOP Stack
LMRP Annular Only

CM on single equipment on the rig will not bring the system down.
Loss of all redundancdies will bring the system down.

When a connector node indicates "20f2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-3 LMRP Annular Only Reliability Block Diagram (2 of 3)
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’Ixmrrmm.rm VALVE OFEN 11-H

0.5" 5pMm OUII.‘REIJ'EJ

llOLﬂI’QBlH’D VALVE CLOSE 22
- Sclenald, 3WNC (6) 0

1 DLITEFE BLEED VALVE CLD‘I 2
Sclenoid, 3WNC (6)

};‘ Outer Blead Vake |

0.5" SPM OUTER BLEED
VALVE CLOSE B 4 TP
0.5" SPM OUTER BLEED Elead Vavie Closs)
VALVE CLOSE Y

TAINNER BLEED VALVE CLOSE 79
Solenold, IWNC (5) B

0.5" SPM INNER BLEED

VALVE CLOSE B

Silulm'vniw 200-2 (rwyex

75 1MNEP. ELEED VALVE CLOSE 75
- Seienold, IWNC (5) Y

}il Inner Bead Vake |

0.5" SPM INNER BLEED
VALVE CLOSE Y

. Blead Vivle Close)

95 UPPER INNER KILL VALVE
CLOSE 91- Solenold, 3WNC (5) B

0.5 5PM UPPER INNER

KILL VALVE CLOSE B

| ’@ Shutte Valve 220-8 (Upper

FEUPPER INNER KILL VALVE
CLOSE 91- Solenoid, IWNC (6) ¥

Both Choke AND Kill systems are required
The Node "Choke and Kill" is in 2 out of 2 configuration.

H Upper Inner Kl Vake I

0.5" SPM LPPER INNER
KILL VALVE CLOSE Y

I Inner Kil Closs)

B2 UPPER OUTER KILL YALVE
CLOSE &4~ Sclencid, IWNC (6) B

0.5" SPM UPPER QUTER
KILL VALVE CLOSE B

B2 UPPER OUTER KILL YALYE »
CLOSE 64~ Solancid, INMC (8) Y

H Upper Outer Kill Vake I

0.5" 5PM UPPER OUTER
KILL VALVE (1OSE Y

Shutle Valve Z20-5 (Upper
Outer kil Closg)

HUPPER INMNER CHOKE VALVE
CLOSE 22- Sckenoid, IANC (8) B

0.5" 5PM UPPER INNER

CHOKE VALVE CLOSE B

3 UPPER INNERL CHOKE VALVE
CLOSE 32 - Sclenold, IWHC (6) Y

Shue Vilve 2202 (Upper
[rvwer Chok e Close)

Upper nner Choke
Vake

0.5" SPM UPPER INNER
CHOKE VALVE CLOSE ¥

4 UPPER QUTER CHOKE VALVE
CLOSE 5- Solkenold, MWNC (81 B

)

0.5" 5PM UPPER OUTER k

CHOKE VALVE CLOSE B

Shutte Valve 220-4 (Upper

S UPPER OUTER CHOKE VALVE
CLOSE §5- Solénoid, NG (6) ¥

)

0.5" 5PM UPPER OUTER Cuter Chake Clase)

Upper Outer Choke
Vale

CHOKE VALVE CLOSE Y

,.14

HOLOWER INNER CHOKE VALVE
CLOSE 0~ Solennid, IWNC (6) B

0.5" 5PM LOWER INNER
CHOKE YALVE CLOSE B

B0 LOWER INNER CHOKE VALVE
CLOSE 40- Sclervoid, IWNC {6) ¥

Shutle Vave Z20-10 (Lower

0.5" 5PM LOWER INNER Inner Chok g Chote)

CHOKE VALVE CLOSE ¥

Lower Inner Choke
Vake

H

26 LOWER. OUTER CHOKE YALVE
CLOSE M- Solencid, IVNC (8] B

0.5" SPMLOWER OUTER
CHOKE VALVE (LOSE B

m-me Valve 012 (Lower

& LOWER OUTER CHOKE VALYE ly
CLOSE 34 Solenoid, 3WNC (&) ¥

0.5" 5PM LOWER OUTER “““' oK K

CHOKE VALVE CLOSE Y

E5LOWER INMER KILL VALVE
CLOSE 105 - Solencid, IWNC (6) B

0.5" SPM LOWER INNER
KILL VALVE CLOSE B

Lower Outer chot.e Vave

Shuttle Vabee 220- 16 (Lower

E5LOWER INNER KILL VALVE ||
CLOSE 105~ Solencid, IWNC (8) Y

.‘ Lower Inner Kill Valve

85 LOWER OUTER KILL VALVE N
CLOESE 97 - Sclenaid, 3WNC () B

0.5" 5PM LOWER INNER trer K Close)
KILL VALVE CLOSE ¥

0.5" SPMLOWER OUTER |
KILL VALVE CLOSE B g e

Salenold, NG (6)B VALVE OPEN B | shutte vave 203 tbmz
0 QUTER BLEED VALVE GFEN 17-1|  0.5" SPM ODUTER BLEED Eloe Yovie npm)
o Solanoid, VNG (6) Y VALVE OPEN Y
)
Bbed ,Iw.men eeenvaLve openes - || 0,5% SPM INNER BLEED
Vakes St b iG] Pasy S OHENE Sttt Valve 220-1 (s
Bleed Virde Ope
5| B9INNER ELEED viLvE oPENEn |\ 0.5" SPM INNER BLEED i
Soluroid, IWNC (8) Y VALVE OPEN Y
o 37 UFPER INMER KILL VALVE OPEN 0.5" SPM UPPER INNER
£S5 - Sclenoid, IWNC (6) B KILL YALVE OPEN B ] Shite Valve 2207 (Upper k
Y Inrer kil Oper)
Nt o] FZUFPER INNER KILL VALVE OPENL]  0.5" SPM UPPER INNER
Upper &5~ Sclennid, JWNC (8) ¥ KILL VALVE OPEN Y
Kil
» TIUPPER QUTER KILL VALVE 0.5" SPM UPPER OUTER
OPEN £3- Scienold, JWNC (5B KILL VALVE OPEN B ] Shtle Valve 2205 (Upper
TIUPPER OUTER KILL VALVE 0.5" SPM UPPER OUTER ] D the)
GPEN 63- Solanaid, JANC (6) ¥ KILL VALYE OPEN Y
o 4TUPFER INNER CHOKE VALVE 0.5" SPM UPPER INNER 8137
GFEN 31- Sciencid, 3WNC (6) & CHOKE VALVE OPEN B
Shits Vave 2201 (Upper
o 47 UPPER INNER CHOKE VALVE 0.5" SPM UPPER INNER v 37 Ineier Gkt Open)
0 OFEN 31- Salmnoid, 3WNC (8) Y CHOKE VALVE OPEN Y b
Upper 3 UPPER DLTER CHOKE VALVE 0.5" S5PM LIPPER OUTER
Choke OPEN 4 - Sclenold, IWNC (5) B CHOKE VALVE OPEN B
Shuttle Yalve 220-3 (Upper
3 UPPER OUTER CHOKE VALVE 0.5" 5PM UPPER OUTER | Cuter Choke Gpen)
QFEN 4- Solenoid, IWNC (€) ¥ CHOKE YALVE OPEN Y
15 LOWER [NNER CHOKE VALVE 0.5" 5PM LOWER TNNER
OPEN 35- Solenold, 2WNC (5) B CHOKE VALVE OPEN B
Shisttle Valve Z5-9 (Lower
16 LOWER INNER, CHOKE VALVE 0.5" SPM LOWER. INNER J Irmver Cheke Open)
L~ OPEN 35 - Solenold, 3WHC () Y CHOKE VALVE OPEN Y
s
Lower ¥ LOWER OUTER CHOKE VALVE 0.5% SPM LOWER OUTH
Choke GFEN 13- Solenoid, FWNC (6) B CHOKE VALVE OPEN B ¥
Shuttle Valve 220- 11 Lower
o ¥ LOWER QUTER CHOKE VALVE 0.5" SPM LOWER OUTER Outsr Choke Gpen)
OPEN 33- Sclencid, 3WNC () ¥ CHOKE VALVE OPEN Y
p TELOWER INNER KILL VALVE L 0.5" SPM LOWER INNER
GPEN 98- Soleriold, 3ANC (6) B KILL VALVE OPEN B Shuitile Valve 220-15 (Lower
. Inrer Kil Open)
76 LOWER. INHER KILL VALVE 0.5" SPM LOWER INNER
CPEN 98- Solencld, 3WNC (6) ¥ H KILL VALVE OPEN Y
Lomier 67 LOWER GUTER KILL VALVE 0.5" SPM LOWER OUTER
Pk T 1 ‘l OREN 52- Scenod, NC (56 % kL VALVE OpENB | P\B 8L} g urte vatve 2203 fow |
67 LOWER QUTER KILL VALVE 0.5 5PM LOWER OUTER

OPEN 52 - Sclenoid, JMNC (8 Y

—

KILL VALVE OPEN ¥

BS LOWER QUTER KILL VALVE
CLOSE 97- Solerold, IWNC () ¥

H Low ar Cuter Kill valve I—

0.5" SPM LOWER OUTER
KILL VALVE CLOSE Y

Kl Line kil Test Vake
Bleed
Vakes s
2of2
@r
Vabes
20f2
Upper
Choke
Vakes
Zof2
[&] Tes "
Choke Line o™ M choke sTAB C
‘\::d“ wel
Head
Kill
20l2
Requied
Lowur
Vahes
l(!_!) ¥ KESTAR
Lower Upper
Kl or
Vakes Lower
20f2 Kil

When a connector node indicates "20of2 Required” the two input lines are considered as both required.

In other words they are considered as a serial configuration.

Figure D-3 LMRP Annular Only Reliability Block Diagram (3 of 3)
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SUMMARY

As part of the Blowout Preventer (BOP) Maintenance and Inspection for Deepwater Operations study
(BSEE Contract Number M11PC00027), the American Bureau of Shipping (ABS) and ABSG
Consulting Inc. (ABS Consulting) performed a Reliability, Availability, and Maintainability (RAM)
analysis of a typical BOP used in industry. Using a Reliability Block Diagram portraying the various
combinations of component/subsystems required for successful BOP operation, failure data for the
BOP system components, and maintenance, inspection and test data for a typical system, the analysis
team estimated the availability of the BOP system. Availability, as used in this study, is the
probability the BOP system functions properly on demand. This report presents the results for one of
the Industry Participant’s BOP design.

This report represents a portion of Deliverable F for the studies associated with Tasks 6.2.3, 6.2.3.1,
and 6.2.3.2, as outlined in the above referenced contract. This report presents the objective and scope
of the Reliability Availability Maintainability (RAM) study, analysis process, analysis assumptions,
results summary, and conclusions/observations.

The objective of RAM analysis is to determine the impact of Maintenance, Inspection and Testing
(MIT) activities on the overall availability of BOP system manufactured by one Original Equipment
Manufacturer participating in the MIT project. This was accomplished by (1) developing an
Reliability Block Diagram (RBD) model representing the BOP system; (2) analyzing the model for
the three different operating scenarios, using a simulation method in order to estimate the availability
of the BOP system during operation periods (on well); and (3) developing and analyzing two design
variances and two “what-if” scenarios (regarding changes to MIT intervals and improved reliability
of a few BOP system components) to assess the impact of these selected changes on BOP
availability.

The analysis team estimated BOP availability using component failure events and failure data
collected primarily from industry participants (IPs) participating in this study. The failure events
were analyzed during a separate project data analysis task (BSEE Data Analysis) and are used as
input to the base model for the RAM analysis. These data were supplemented with failure data from
published industrial component failure data references when information was unavailable from the
IPs. Availability results were estimated for the base design, two variations to this design, and two
what-if scenarios.

Table S-1, BOP Availability Results Summary summarizes the RAM model results. This table
presents mean availability results for three BOP operating scenarios and the results for each scenario
based on five BOP analysis cases: base case, two design cases, and two what-if improvement cases.
The three BOP operating scenarios are:



Operating Scenario A — Considers the on-well operation of the BOP until a system failure
occurs (i.e., all redundancies failure so that the BOP is no longer available to control a well
kick) and prevents the BOP from being capable of controlling a well kick via at least one
well control measure (e.g., annular, pipe ram, shear ram). Specifically, this scenario assumes
all failures go undetected or not repaired until the entire system is unable to sufficiently
operate to control a kick. These scenario results represent the BOP system availability
relative to controlling a well kick via at least one well control system. The estimated mean
availability of BOP system during drilling operation (on well) ranged from 0.9928 to 0.9994.

Operating Scenario B — Considers the on-well operation of the BOP relative to maintaining
all BOP functions with the ability to perform corrective maintenance of surface and subsea
components without the securing of the well and the pulling of the BOP stack. Specifically,
this scenario models performing corrective maintenance per the industry regulation (i.e.,
performing corrective maintenance any time a BOP component failure is detected) with the
unavailable time being based on the mean-time-to-repair (MTTR) for the failed component.
These scenario results provide the BOP availability for all functions operating assuming
repairs do not require securing of the well and pulling of the subsea systems for repair. These
results represent the upper bound estimate of the BOP system availability for all functions.
The estimated mean availability of BOP system during drilling operation (on well) ranged
from 0.9863 to 0.9913.

Operating Scenario C — Considers the on-well operation of the BOP relative to maintaining
all BOP functions with the requirement that the well must be secured and the BOP pulled to
the surface in order to perform corrective maintenance on all subsea system components.
(Note: This scenario does not require the securing of the well and the pulling of the BOP
stack to perform corrective maintenance on surface BOP system components). Specifically,
this scenario models performing corrective maintenance to the industry regulation
(i.e., performing corrective maintenance any time a BOP component failure is detected) with
the unavailable time being based on (1) the average time to secure the well for failed subsea
components and (2) the MTTR for the failed surface components. (Note: Based on input
from the IPs, the average time to secure well was set at 96 hours.) These scenario results
provide the BOP availability for all functions operating assuming all subsea component
repairs require securing of the well and pulling of the subsea systems for repair. These
results represent the lower bound estimate of the BOP system availability for all functions.
The estimated mean availability of BOP system during drilling operation (on well) ranged
from 0.9822 to 0.9882.
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Table S-1: BOP Availability Results Summary

Operating Scenario A | Operating Scenario B | Operating Scenario C
Mean Availability For Mean Availability for
Mean Availability for Drilling Operation Drilling Operation
Drilling Operation Period (On Well) While | Period (On Well) While
n Period (On Well) With Maintaining All BOP Maintaining All BOP
BOPATEREE CoEe At Least One Well Well Control Functions | Well Control Functions
Control Function Assuming Corrective Assuming Any Subsea
Remaining to Control a Maintenance (CM) CM Performed Requires
Well Kick Performed Without Securing of the Well
Pulling of the Stack and Pulling of the Stack
Base Case: All Well-Control 9991 0875 9843
Functions ' '
Design Change 1 (Lower .9869
Marine Riser Package [LMRP] .9943 .9875
Annular(s) & Pipe Rams Only)
Design Change 2 (LMRP .9867
Annular(s) Only) 9928 9873
What-If Case 1 (4 week test 9991 9863 .9822
interval) ' '
What If Case 2 (Improved .9882
reliability of select components) 9994 9913

The results presented here consider BOP surface and subsea controls and the stack equipment. While
detected failures on the BOP stack may result in the BOP to be pulled, the subsystems located on the
rig will be repaired without having to pull the BOP stack.

Based on the analysis results, the team made the following observations:

Operating Scenario A results represent the BOP availability to control a well kick by at least
one well control function, which is a better measure of the BOP system availability relative to
its overall safety operation.

Operating Scenarios B and C represent the BOP availability relative to maintaining all BOP
well control functions while on the well (i.e., it models the regulatory requirement relative to
maintaining all BOP functions at all times while on the well) relative to the regulatory
requirement. These results measure the availability for two differing corrective maintenance
responses to subsea component failures: (1) on-the-well repair and (2) pulling-of-the-stack
repair. While actual operations likely result in a combination of these two responses, these
models provide upper and lower bounds for actual operation relative to maintaining all BOP
functions.

While the BOP system is constructed with many subsystems that internally have multiple
layers of redundancy, the BOP also has single component failure points in its design. These
single failures are the dominant contributors to the estimated BOP probability of failure on
demand. The dominant contributors to the estimated BOP failure on demand probability are
the two single failure points: the LMRP connector failure and the Well Head Connector
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failure. Combined, these two component failures contribute over 99% to the estimated
unavailability of the BOP system during “on well.” In the calculations, these two
components have an equal contribution to the estimated unavailability of the BOP system.
(Note: These dominant contributors were identified based on the total failure rate data for
these devices for all failure modes without any differentiation to unsafe and safe failure
fraction of the respective failure modes.)

Due to a lack of available data from industry, common cause failures of redundant
subsystems were not included in the BOP system model for the RAM analysis. Such failures
may be significant contributors to subsystem failures that are designed with redundant
components. Considering the highly redundant features in much of the BOP system design,
further investigation into sources of failure data for BOP common cause failures should be
considered.

To demonstrate the contribution of the component failures associated with non-shearing
control measures (i.e., pipe rams and annulars), BOP system availability considering pipe
rams and annular(s), and annular(s) only operating were evaluated (i.e., design changes 1
and 2). While these results indicate that the removal of the shear rams and pipe rams (design
change 2 only) had little impact on BOP system availability, this is because the remaining
component failures, especially the two single point of failure items, have a more significant
impact on the BOP system availability than the impact of the removed items on the system
availability. However, readers are cautioned to not draw the conclusion that these results
indicate the redundancy provided by the removed well control items are not important. The
shear and pipe rams are considered important part of the BOP system and provide the
required redundancy and essential functions for controlling the well.

What-If Case 1 analysis indicate the system availability is not significantly changed by the
extending of the test interval for all operating scenarios with an average availability reduction
of 0.2% for Operating Scenarios B and C. Specifically, the no change in Operating
Scenario A availability was expected since this scenario is based on allowing the BOP
functionality to degrade until the BOP can’t sufficiently function to control a kick (i.e., no
inspection and test are performed). As for Operating Scenarios B and C, the BOP availability
for all operating configurations is reduced for all analysis cases, as expected.

What-If Case 2 analysis shows that improving the reliability performance of a few selected
components in the BOP system caused a slight improvement in the estimated BOP
availability in all three operating scenarios. The four components selected for improvement
were identified in the BSEE Data Analysis Study (ref. 1) as less reliable BOP components.
However, the BOP system design includes redundant features for these particular
components and thus their failures were small contributors to the BOP system failure
probability.

viii



Improving the reliability of, or gaining better understanding of unsafe and safe failure
fractions for, the single point of failure components and other components, which were the
major contributors to the BOP estimated unavailability, should cause a significant
improvement in BOP availability. Improvements might be achieved through better
construction/quality assurance of these items, better item design, and/or reducing
detection/repair time of the items.
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1.0 INTRODUCTION

As part of the Blowout Preventer (BOP) Maintenance and Inspection for Deepwater Operations study
(BSEE Contract Number M11PC00027), the American Bureau of Shipping (ABS) and ABSG
Consulting Inc. (ABS Consulting) performed a Reliability, Availability, and Maintainability (RAM)
study of a typical BOP system used in industry. The analysis team developed a Reliability Block
Diagram (RBD) model and used BOP system failure events data and maintenance, inspection, and
test (MIT) data to estimate BOP system availability. This report represents a portion of Deliverable
F for the studies associated with Tasks 6.2.3, 6.2.3.1, and 6.2.3.2, as outlined in the contract.

Two RAM models were developed for BOP systems from two different original equipment
manufacturer (OEM) designs. This report presents the RBD model for one of the OEM BOP system
design. This analysis is based on a class VII BOP configuration with five rams and dual annular.

This report presents the objective and scope of the RAM study and analysis process and discusses the
analysis assumptions, results summary, analysis details, and conclusions.

11 OBJECTIVES

The objective of RAM analysis is to determine the impact of Maintenance, Inspection and Testing
(MIT) activities on the overall availability of a BOP system manufactured by one OEM participating
in the MIT project. This was accomplished by (1) developing an RBD model representing the BOP
system; (2) analyzing the model using a simulation method in order to estimate the availability of the
BOP system during operation periods (on well); and (3) developing and analyzing two design
variances and two what-if scenarios (regarding changes to MIT intervals and improved reliability of
a few BOP components) to assess the impact of these selected changes on BOP availability.

1.2 ANALYSIS SCOPE

The physical scope of the RAM analysis was limited to a selected BOP system and associated
equipment designed by one OEM and used by a drilling contractor and operator participating in the
study. The selected BOP system design met the following criteria:

e Operation Location — Gulf of Mexico (majority of the operation and maintenance to be from
the Gulf of Mexico)

e Operating Depth — 5,000 Feet and Deeper

e BOP Configuration of a Class VII, five ram configuration and dual annular or a six ram and
single annular
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Figure 1-1 Class VII BOP

The analytical scope for the RAM analysis considered all fourteen functions defined in a related
FMECA study. The BOP system functions considered in developing the RBD model used for
analysis are the following:

No gk owdE

8.
9.

10.
11.
12.
13.
14.

Close and Seal on the Drill Pipe and Allow Circulation on Demand

Close and Seal on Open Hole and Allow VVolumetric Well Control Operations on Demand
Strip the Drill String Using the Annular BOP(s)

Hang-Off the Drill Pipe on a Ram BOP and Control the Wellbore

Controlled operation — Shear the Drill Pipe and Seal the Wellbore

Emergency Operation — Auto-Shear — Shear the Drill Pipe and Seal the Wellbore
Emergency Operation — Emergency Disconnect System — Shear the Drill Pipe and Seal the
Wellbore

Disconnect the Lower Marine-Riser Package (LMRP) from BOP Stack

Circulate the Well after Drill Pipe Disconnect

Circulate across the BOP Stack to Remove Trapped Gas

Connect BOP and LMRP at Landing

Power System

Secondary — Acoustic

Secondary — Remotely Operated Vehicle

The RBD model logically shows the interaction of BOP equipment required during a normal
operation to successfully provide blowout protection. The model shows how the BOP system can
call upon various redundant features to control a pressure kick in the event the situation worsens or
BOP subsystems fail. Using this model and failure data for the equipment elements in the model,
one can estimate the BOP system availability in the event of a pressure Kick.



This analysis encompasses surface and subsea control systems and the BOP Stack equipment as per
the BOP design drawings provided in Appendix B. Appendix D lists the individual block and
component failure data input into the simulation.

1.3 INTENDED USE

Failure and repair data used in this reliability and availability analysis were partly based on published
industry data and as well as data collected as part of this effort. Therefore, it is recommended to use
the numerical results as a relative measure of BOP system performance rather than as an absolute
measure of performance. In this context, the numerical results from the reliability block diagram and
the detail component results can be used to identify the critical components having the most impact
on BOP availability.

Ultimately, the results from this assessment are intended to provide a better understanding of BOP
system reliability and availability with respect to the existing maintenance, inspection, and test
policies.

1.4 RAM ANALYSIS AND MEETING SCHEDULE

The analysis team for each study included personnel from two industry participants (IPs), the
American Bureau of Shipping (ABS), and ABSG Consulting Inc. (ABS Consulting). The IPs
participating included one or more representatives from an OEM and a drilling contractor. These
individuals provided knowledge of the design, engineering, operation, and maintenance of the BOP
system being evaluated. Table 1-1 lists the functional positions for the IP personnel who participated
in this study.

Table 1-1: IP RAM Team Members

IP Organization Position/Expertise
BOP OEM Eng_meerlng Manager, Drilling Products
Project Manager
Drilling Contractor Subsea Operation Manager
Operator Manager Deepwater Wells

In addition to the IP representatives, personnel from ABS and ABS Consulting participated in the
several RAM meetings. Specifically, ABS personnel provided knowledge of the overall BOP
operations and class society and regulatory requirements applicable to BOP design and operation.
ABS Consulting personnel developed the RBD model, facilitated teleconference and meetings with
IPs to refine the RBD model and component failure data, performed the analysis, and documented
the RAM study. Table 1-2 lists the ABS and ABS Consulting personnel participating in this study.



Table 1-2: ABS and ABS Consulting RAM Team Members

Name Organization Title Study Role
Staff Consultant,
David Cherbonnier | ABS Corporate Offshore Subsea Engineer
Technology
Senior Engineer 1, Senior Engineer Il (Risk
Bibek Das ABS Corporate Shared and Reliability),
Technology Corporate Technology
Randy Montgomery | ABS Consulting ﬁ/lemor Director, Integrity Project Technical Lead
anagement
. . ... | Risk and Reliability
Kamyar Nouri ABS Consulting Eem_or Risk and Reliability Analyst (model & logic
ngineer
development)
. . - Risk and Reliability
Kamran Nouri ABS Consulting Senior Risk and Reliability Analyst (review and

Engineer

documentation)

To prepare for the RAM studies, ABS and ABS Consulting held a kickoff meeting with the IPs on
August 14 and 15, 2012. The purposes of the kickoff meeting were to discuss the FMECA and RAM
analysis approaches and the analyses scope to help ensure that all participants have the same level of
understanding of the FMECA & RAM procedures.

In addition to the kickoff meeting, the analysis team held several teleconferences and meetings with
the IPs from December 2012 to March of 2013. During these sessions, the RAM team members were
provided an introduction to RBD methodology and collaborated on the RBD model logic for the base
case, the two design alternatives, and the two “what-if” cases. BOP functions were defined in a
related Failure Mode Effect and Criticality Analysis (FMECA) study and were incorporated into the
model. All BOP system functions were considered during the development of various analysis cases.

1.5 REPORT ORGANIZATION

Section 2 of this report provides an overview of the methodology used to create RBDs and to
estimate the BOP system’s availability for the base case, alternate design cases, and what-if cases.
Section 3 discusses the analysis assumptions. Section 4 discusses the results of the effort. Section 5
discusses the analysis conclusions and observations. Appendices A, B, C, and D provide a list of
references, BOP system drawings, the failure and repair data, the BOP reliability block diagram and
detailed block and component information.



2.0 RELIABILITY AND AVAILABILITY ANALYSIS PROCESS

To estimate the availability of the BOP system, the analysis team developed an RBD model. The
RBD shows the logical interaction of BOP subsystems and equipment required for successful system
operation. The RBD model consists of series and parallel trains of components and subsystems
required for successful BOP system operation.

The analysis team identified a baseline BOP system (base case) according to one OEM design and
one configuration used by one of the drilling contractors participating in the MIT project. The base-
case model was used to estimate the reliability and availability of the BOP system for the three
operating scenarios. In addition to the base-case model, several alternative designs and what-if
scenarios were evaluated (for all three operating scenarios) based on input from the Industry
Participants (IPS).

For the BOP system analysis, the team used BOP component/subsystem failure and maintenance data
provided by the IPs. The team developed the RBD model and performed the availability calculations
as described in Section 2.1. The BOP system RAM characteristics estimated is:

e Mean BOP Availability for Drilling Operation Period (on well)

2.1 ANALYSIS APPROACH

The basic fundamentals of RBD modeling are to logically show the interaction of subsystems and
components required for successful operation of the system. Or conversely, to show combinations of
component/subsystem failures that lead to system failure (unavailability or probability of failure on
demand).

Figure 2-1 depicts a sample RBD made up of two subsystems, each containing three components.
Subsystem 1 contains three series blocks and subsystem 2 contains a combination of parallel and
series blocks. In subsystem 1, any component failure will translate to system failure. Subsystem 2,
however, has redundant components D and E and thus can withstand a single failure of D or E
without suffering system failure. In subsystem 2, component F is in series with all other components
and it is a single point of failure for the system.

Series Components Parallel & Series Components
— D
— BN SR e N E
I N
E
Subsystem 1 Subsystem 2

Figure 2-1 RBD Example 1



More complex relationships like ‘K’ out of ‘N’ components and cross relationships can exist and are
modeled, if necessary (Figure 2-2).

A
[N . D L]
\_ B D | - ]
Subsystem 1 Subsystem 2

Figure 2-2 RBD Example 2

In both examples, each component is analyzed with respect to failure characteristics and its
functional relationship to other components. The component’s failure characteristics are used to
determine the component’s time of failure. This information is then passed on to the subsystem and
subsequently to the system level, using the RBD as a roadmap for determining how to
mathematically combine this information and arrive at system level failure characteristics

After the logic model development, component failure and maintenance data are required for logic
model quantification. The analysis team collected equipment/component failure, inspection, test and
maintenance data based on available industry data and this project’s data analysis study (BSEE Data
Analysis). The reliability data included time-based or “running” failure rates and associated repair
and restoration times for identified failure modes.

Monte Carlo simulation using a preset number of iterations was used to estimate system-level results.
In this simulation, each component’s failure distribution is sampled each iteration for input into the
system calculation until such time that the simulation results converge to a steady state result for the
system.

2.2 ANALYSIS PROCEDURES

This section summarizes the procedures used in performing the RAM analysis. The RAM analysis
began with the team collecting the documents, drawings, and related information. They then
executed the following steps:

1. Reviewed the drawings listed in Appendix B.

2. ldentified the specific system boundaries.

3. Reviewed detailed equipment lists.

4. Reviewed the operating requirements and procedures.

a. Developed a two-phase approach to corrective maintenance (CM) and preventive
maintenance (PM) activities covering drilling operation time versus time when the BOP
is on the rig.

5. Defined the operating environment.



6. Developed an RBD model for the base case BOP system.

7. Developed an RBD models for the each of the BOP’s major functions as per the FMECA
study.

8. Performed a reliability and availability analysis (i.e., run the Monte Carlo simulation).

9. Developed an RBD model for the alternate BOP design cases and run the analysis.

10. Performed what-if analyses.

11. Documented the results.

2.3 DATA COLLECTION AND PROCESSING

The collection and analysis of reliability data includes both the compilation of available
component/subsystem failure and maintenance data from historical BOP operations data and industry
generic data for similar components. With the help of IPs and ABS subject matter experts, the
analysis team identified and collected the information and documentation needed to perform the
reliability and availability analysis. The information collected included:

e A high-level system diagram

e Component/equipment detail drawings

e Operating environment information

e Available component/equipment reliability data from the Tool for Reliability Inspection and
Maintenance Management (TRIMM) database and related data analysis (part of this project,
referred to as BSEE Data Analysis)

e Industry data when historical BOP component data were unavailable. These data were used
to augment the reliability data from TRIMM, providing a more complete dataset for the
analysis

The analysis team reviewed the available information to determine whether any additional
information is needed for BOP RBD model development and analysis. The information was used to
establish component failure rates and associated repair times. Processing of the collected data
involved assessing the applicability of the data to the failure modes of interest in the RAM study.

24 OPERATING SCENARIOS

In order to evaluate the BOP performance and evaluate the impact of BOP MIT, the RAM study
involved the evaluation of the following three operating scenarios:

e Operating Scenario A — Considers the on-well operation of the BOP until a system failure
occurs (i.e., all redundancies failure so that the BOP is no longer available to control a well
kick) and prevents the BOP from being capable of controlling a well kick via at least one
well control measure (e.g., annular, pipe ram, shear ram). Specifically, this scenario assumes
all failures go undetected or not repaired until the entire system is unable to sufficiently
operate to control a kick. This scenario results represent the BOP system availability relative
to controlling a well kick via at least one well control system.



e Operating Scenario B — Considers the on-well operation of the BOP relative to maintaining
all BOP functions with the ability to perform corrective maintenance of surface and subsea
components without the securing of the well and the pulling of the BOP stack. Specifically,
this scenario models performing corrective maintenance per the industry regulation
(i.e., performing corrective maintenance any time a BOP component failure is detected) with
the unavailable time being based on the MTTR for the failed component. These scenario
results provide the BOP availability for all functions operating assuming repairs do not
require the securing of the well and the pulling of the subsea systems for repair. These
results represent the upper bound estimate of the BOP system availability for all functions.

e Operating Scenario C — Considers the on-well operation of the BOP relative to maintaining
all BOP functions with the requirement that the well must be secured and the BOP pulled to
the surface in order to perform corrective maintenance on all subsea system components.
(Note: This scenario does not require the securing of the well and the pulling of the BOP
stack to perform corrective maintenance on surface BOP system components). Specifically,
this scenario models performing corrective maintenance to the industry regulation
(i.e., performing corrective maintenance any time a BOP component failure is detected) with
the unavailable time being based on (1) the average time to secure the well for failed subsea
components and (2) the MTTR for the failed surface components. (Note: Based on input
from the industry participants, the average time to secure well was set at 96 hours.) These
scenario results provide the BOP availability for all functions operating assuming all subsea
component repairs require the securing of the well and the pulling of the subsea systems for
repair. These results represent the lower bound estimate of the BOP system availability for
all functions.

2.5 BASE-CASE MODEL AND ANALYSIS

The base-case RBD model developed reflects successful operation of the BOP system design per the
drawings listed in Appendix B and includes both the surface and subsea control systems and the BOP
stack. The base-case RBD model is used to estimate the reliability and availability of the BOP
system as it is designed and operated at the time of this project. This model includes control and
stack subsystems that are involved in sealing, shearing, and balancing the well. The following
subsection outlines the details and parameters considered in the simulation and analysis of the base-
case RBD model.

Base-Case Simulation Details

BlockSim 7 software was used to perform the Monte Carlo simulations of the BOP RBD model.
Figure 2-3 presents the base-case model set-up, indicating we specified an expected lifetime of
5 years (43,825 hours) before a major system overhaul and a maximum of 100 simulations.
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Figure 2-3 Simulation Settings

Since the BOP is not operated continuously throughout the year, the BOP operation has been divided
into two main phases “On Well” and “On Rig.” The “On Well” phase is the operational phase where
the BOP is providing protection against well blowouts and “On Rig” is the maintenance phase (see
Figure 2-4). To complete the 5-year profile simulation, each phase is cycled through multiple times
based on the given time duration for each phase

On Well On Rig

Figure 2-4 Two Phases of the BOP

Figure 2-5 presents the “On Well” operation phase settings. The “On Well” operational phase was set
to 8 weeks (1,344 Hours), followed by the maintenance phase “On Rig.” During the simulation
process, the simulation will switch to the maintenance phase if any failures occur during the
operational phase simulation.
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Figure 2-6 presents the “On Rig” maintenance phase settings. The “On Rig” maintenance phase
contains a maintenance template which dictates which equipment/components are maintained, under

CM or PM.

Figure 2-5 “On Well” Operation Phase Settings
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Figure 2-6 “On Rig” Maintenance Phase Settings
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Figure 2-7 presents the corrective maintenance policy. Other considerations for the simulation
include how CM, PM and Inspection (pressure and function test) are performed. CM always brings
the system down, and, therefore, counts against the overall mean availability of the system (on well
and on rig periods combined). For CM, a maintenance policy was defined to perform CM upon
failure:

B Corrective Maintenance Policy

Policy Identifier

Corrective Policyd
Cancel

Help

i

Perfarm Carrective Maintenance for this Tkem

{* |lpon Failure

(" Upon Inspeckion

BlockSim 7

Figure 2-7 Corrective Maintenance (CM) Policy

Figure 2-8 presents the preventive maintenance policy. PMs are performed during non-operational
phase “On Rig.” For PM, the maintenance policy was defined to only take place during a
maintenance phase:

Prewventive Maintenance Policy

Palicy Identifier

Perform Preventive Mainkenance For Ehis Tkem

Cancel

dds

Help

[ Upon Fixed time interval based on:

P

~

[ Upon System Down
[ Upon Maintenance of another Group Ikem
[ Upon Start of a Maintenance Phase

If the action brings the svstem down, .,

* Perfarm maintenance even if the action brings the
system down

Da nok perform maintenance if the action brings
the system down

BlockSim 7

Figure 2-8 Preventive Maintenance (PM) Policy
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Figure 2-9 presents the inspection policy. For the purpose of this simulation, the inspection facility of
the BlockSim 7 was used to emulate the 14-day tests. The inspection (pressure and function test)
interval was embedded in an inspection policy with an interval of 14 days (336 hours). The tests are
performed on the well, taking time away from drilling time and therefore reducing the mean
availability for all events but not counting against the reliability of the system.

. Inspection Policy

(£ Palicy Identifier
. Irispeckion Policy 1 =
Cancel

Help

s

Perform Inspection For this Ikem
| Upon Fixed time interval based on:
" Item Age

i» Swstem Age 336

[ Upon System Down
[ Upon Maintenance of another Group Ikem

| Upon Stark of a Maintenance Phase

Figure 2-9. Inspection Policy to Emulate the 2-Week Tests

2.6 ALTERNATE DESIGNS AND WHAT-IF CASE MODELS

After developing and analyzing the base-case model, the analysis team developed two design
variation cases and two what-if cases for further analyses. The identified test cases, developed in
collaboration with the IPs, were used to evaluate the impact of system design changes, test/inspection
frequency changes, and selected component improvement changes on the BOP system’s availability.
In each test case, only a single design change or specified parameter was modified; all other
parameters stayed the same as the base-case RBD model.

1. Design Change 1 — LMRP and Pipe Rams Only. I t is assumed the BOP system does not
have a shear ram(s) in the stack of devices for isolating the well.

2. Design Change 2 — LMRP Only. It is assumed the BOP system only has the LMRP in the
stack of devices for isolating the well. The Pipe Rams and Shear Ram(s) have been removed
from the design.

3. What-If Change 1 — Test Frequency. The period between inspections and testing of the
BOP system is extended from two weeks to four weeks.

4. What If Change 2 — Component Reliability. Based on the project data analysis results and
several detailed discussions with the IPs, the team “improved” the reliability performance of
four BOP components.
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Using the project data analysis, the team identified 4 dominant components with the highest failure

rates or the largest number of failures that should be considered for improvement.

Next, the

subcomponents with the highest number of reported failures within each major component were
selected. Additionally, the top failure modes (including the failure modes that could be associated
with quality and possible training) were selected. The reliability of the component in terms of its
failure rate or mean time to failure (MTTF) that were impacted by component quality and possibly
the training of the personnel performing the MIT tasks were selected for improvement. Table 2-1
presents the selected major components and associated failure modes selected for this case.

Table 2-1: Selected BOP Major Components and Percentage of Improvement

Highest
number of
Component | Component Failure Percent | Percentage of
BOP Major Component Failure Modes of Failure | Improvement
0,
Sub Plate Eﬁi;”; rl1 eﬁaokut of 4320/§0
Blue and Yellow Subsea Mounted e . 0
Control System (SPM) Valve specification S2%
& Manifolds Substandard_ 7%
workmanship
External Leak 55%
Choke & Kill Valves and Connection Comppnept out of %
Lines ar_1d Spool specification 83%
Pieces Substandard 23%
workmanship
Processing Error 28%
. Component out of 11%
g/ilt:rﬁ:ex (MUX) Control CCcu specification 48%
Substandard 9%
workmanship
Mechanical Failure 26%
Component out of 6%
Pipe and Test Ram All inclusive | specification 58%
Substandard 26%
workmanship

The improvement made for each major component was to eliminate the failure modes that largely
contributed to a component’s failure. For example, if Component X had three failure modes that
accounted for 70% of the component’s failure rate, we would artificially lower the failure rate by
70% to reflect the improvement in the What-If analysis.
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3.0 ANALYSIS ASSUMPTIONS

In performing the RBD simulation to estimate BOP system reliability and availability characteristics,
the analysis team made several assumptions.

3.1

GENERAL ASSUMPTIONS

All spare parts are available at the rig; the average repair time for components does not
include any time for obtaining spare parts from onshore suppliers

All specialized crews needed to make necessary BOP repairs are available at the rig

Human errors introducing failures into the BOP system during test, inspection and/or
maintenance are not included model; however, they were indirectly considered via
improving the reliability of selected components in What-1f Case 2.

Common cause failure of BOP subsystems with redundant components was not included in
the analysis due to insufficient data.

The system availability results presented in this report are only based on the estimated time that is
required to perform the PM and CM tasks, assuming that the spare parts and the specialized crew are
available to perform the necessary tasks. However, the absence of the required spare parts and
specialized maintenance crew could result in additional time to perform the maintenance tasks, hence
reducing the estimated system availability.

3.2

SPECIFIC ASSUMPTIONS

The lifetime of the BOP is 5 years (for analysis purposes).
Failures of any BOP components located in the stack forces the model to switch to
maintenance. phase and counts against the on-well availability (availability without PM and
inspection).
Failures of any BOP components located on the rig will not count against the on-well
availability (availability without PM and inspection) unless all redundancies have been
exhausted.
Failures of any BOP components located on the rig are assumed to be correctable without
the introducing any downtime. In other words corrective maintenance of equipment located
on the rig does not require the system to be down. The only exception to this is
simultaneous failures of redundant components.
All subsea subsystems can only be repaired once the BOP brought up to the rig.
All BOP preventive maintenance takes place on the rig.
Choke and kill systems are both required for BOP successful operation.
The use of shear rams is considered as an emergency action in which the well will be
abandoned. In reality, there are two other situations where the shear rams may be activated
but these events are not considered in the model:

0 Accidental shear by the operator

o0 Shear due to rig loss of position control
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e A failure in one of the SPM valve “open” circuits effectively disable the corresponding SPM
valve closure circuit, eliminating this circuit ram closure signal.

e Hydraulic accumulators provide redundant backup to the hydraulic pumps.

e Average time the BOP is on well (i.e., not on the rig for MIT) is 8 weeks.

e Pressure tests occur at 2-week intervals.

e Duration of each test is 10 hours which is based on an average test durations reported by the
IPs. The BOP is available for operation, if needed, during testing.

e Once a failure occurs, the failed BOP component will undergo CM and PM.

e For the purpose of this RAM study, the time duration for pressure and function testing were
combined. The test time includes actual test time and any preparation before testing begins.

The pressure and function test duration or test time was determined after discussing several test
situations with the IPs. Test duration for the BOP depends on many conditions and variables. The
actual test time could be less than an hour. However, time to prepare the well and BOP equipment
for testing are impacted by the BOP configuration (such as number of RAMS including blind shear
and test ram), availability of test equipment, the drilling depth and the well condition and pressure at
the time of testing. Given these variables and potential issues occurring during the test procedures,
BOP test duration might range from 1 to 24 hours. A sampling of the recent reported test durations
included times of 1, 2, 6, 8, 10, 12, 14, 16 and 24 hours. The team, with input from the IPs, selected
10 hours as the minimum test duration for this study based on the average of some of the recent/
reported test duration.

The selected test time (10 hours) is only minimum/reasonable amount of time for testing the BOP
system only during normal routine operation, given the fact that the BOP stack is latched on to the
wellhead and initial BOP system testing after installation is satisfactory.

3.3 BLOCKSIM 7 ANALYSIS PARAMETERS

In performing the RBD simulation of the BOP system, the analysis team specified the following
parameters for the analysis:

e Simulation Factors:
Simulation End Time: 43,825 Hours or 5 Years
Number of Simulations: 100
o Corrective maintenance takes place upon a failure for Operating Scenarios B and C.
e Preventive maintenance occurs only when the BOP is on the RIG.
e BlockSim’s inspection facility is used to emulate the 14-day tests.
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4.0 RESULTS SUMMARY

Using two separate component failure datasets and considering several design alternatives and
what-if scenarios, fifteen separate analyses of the BOP system were performed. These fifteen
separate analyses included the analysis of the three operating scenarios as detailed in Section 2.4 and
the 5 analysis cases outlined Table 4-1. In each case, the input MTTF values are obtained from the
BSEE Data Analysis Report, supplemented with data from industrial data references (IEEE STD 497,
OREDA 2009), where gaps existed.

Table 4-1: List of Analysis Cases

Analysis Case Description

This configuration considers all BOP well control system
capabilities, including annular, pipe rams, shear ram, auto
shear and emergency disconnect systems and associated
controls and choke and kill components.

This configuration considers BOP well control system
capabilities, associated with annular, pipe rams only and their
associated controls and choke and kill components.

This configuration considers BOP well control system
capabilities associated with annular only and its associated
controls and choke and kill components.

This What-If case evaluates the impact of increasing the
inspections interval form 2 weeks to 4 weeks. The base-case
BOP configuration is used for this What-If case.

This What-If case evaluates the impact of improving the
reliability of more frequently failing BOP components, based
on the data analysis results. Specifically, this What-If case
What If Case 2; Improved reliability includes reliability improvement of the (1) blue and yellow
of select components; IP data subsea control system, (2) choke & kill valves and lines,

(3) MUX control system, and (4) pipe and test ram. The
base-case BOP configuration is used for this What-If case.
Reliability input data was adjusted based on Table 2-1.

Base Case - All functions; IP Data

Design Change 1 LMRP Annular &
Pipe Rams Only; IP Data

Design Change 2 - LMRP Annular
Only; IP Data

What If Case 1; Test Interval 4 weeks;
IP Data

Table 4-2 tabulates the simulation results for the three operating scenarios and the above various
analysis cases. The reliability block diagrams for these analysis cases are provided in Appendix D.
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Table 4-2: Results Summary

BOP Analysis Cases

Operating Scenario A

Operating Scenario B

Operating Scenario C

Mean Availability for
Drilling Operation
Period (on Well) with at
Least One Well Control
Function Remaining to
Control a Well Kick

Mean Availability for
Drilling Operation
Period (on Well) while
Maintaining All BOP
Well Control Functions
Assuming CM
Performed without
Pulling of the Stack

Mean Availability for
Drilling Operation Period
(on Well) While
Maintaining All BOP Well
Control Functions
Assuming Any Subsea CM
Performed Requires
Securing of the Well and
Pulling of the Stack

Base Case: All Well-

components)

Control Functions 9991 9875 9843
Design Change 1 (LMRP

Annular(s) & Pipe Rams 9943 9875 19869
Only)

Design Change 2 (LMRP

Annular(s) Only) 9928 9873 9867
What-If Case 1 (4 week test

interval) .9991 .9863 .9822
What If Case 2 (Improved

reliability of select 9994 9913 10882
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5.0 OBSERVATION AND CONCLUSIONS

The simulation calculated the availability figures of merit for the Bop system without PM and
inspection activity (i.e., while in service “on well”) Since the BOP is a safety critical system the
availability result without the PM and inspection is of interest.

The estimated availability of the BOP system for Operating Scenario A ranges from 0.9928 to
0.9994. (Note: Results of Operating Scenario A represent the BOP availability to control a well kick
by at least one well control function, which is a better measure of the BOP system availability
relative to its overall safety operation.) For Operating Scenarios B and C, the estimated availability
for the BOP systems ranges from 0.9863 to 0.9913 and from 0.9822 to 0.9882, respectively. A
comparison of the results of Operating Scenario A to the results of Operating Scenarios B and C
reflects the expected outcome that the BOP availability for at least one well control function
operating is significantly higher (i.e., approximately one order of magnitude improvement) than the
BOP availability for all well control functions.

In addition to the above observation, the team made the following observations:

e While the BOP system is constructed with many subsystems that internally have multiple
layers of redundancy, the BOP also has single component failure points in its design. These
single failures are the dominant contributors to the estimated BOP probability of failure on
demand. Based on these RAM results, the dominant contributors to the estimated BOP
failure on demand probability are the two single failure points: LMRP connector failure, and
Well Head Connector failure. Combined, these two component failures contribute over 99%
to the estimated unavailability of the BOP system during “on well.” In the calculations, these
two components have an equal contribution to the estimated unavailability of the BOP
system.

(Note: These dominant contributors were identified based on the total failure rate data for
these devices for all failure modes without any differentiation to unsafe and safe failure
fraction of the respective failure modes.)

e Due to a lack of available data from the industry, common cause failures of redundant
subsystems were not included in the BOP system model for the RAM analysis. Such failures
may be significant contributors to subsystem failures that are designed with redundant
components. Considering the highly redundant features in much of the BOP system design,
further investigation into sources of failure data for BOP common cause failures should be
considered.

e To demonstrate the contribution of the component failures associated with non-shearing
control measures (i.e., pipe rams and annulars), BOP system availability considering pipe
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rams and annular(s), and annular(s) only operating were evaluated (i.e., design changes 1
and 2). While these results indicate that the removal of the shear rams and pipe rams (design
change 2 only) had little impact on BOP system availability, this results because the
remaining component failures, especially the two single point of failure items, have a more
significant impact on the BOP system availability than the impact of the removed items on
the system availability. However, readers are cautioned to not draw the conclusion that these
results indicate the redundancy provided by the removed well control items are not important.
The shear and pipe rams are considered important part of the BOP system and provide the
required redundancy and essential functions for controlling the well.

What-If Case 1 analysis indicate the system availability is not significantly changed by the
extending of the test interval for all operating scenarios, with an average availability
reduction of 0.2% for Operating Scenarios B and C. Specifically, the no change in Operating
Scenario A availability was expected since this scenario is based on allowing the BOP
functionality to degrade until the BOP can’t sufficiently function to control a kick (i.e., no
inspection and test are performed). As for Operating Scenarios B and C, the BOP availability
for all operating configurations is reduced for all analysis cases, as expected.

What-If Case 2 analysis shows that improving the reliability performance of a few selected
components in the BOP system caused a slight improvement in the estimated BOP
availability in all three operating scenarios. The four components selected for improvement
were identified in the BSEE Data Analysis Study (ref. 1) as less reliable BOP components.
However, the BOP system design includes redundant features for these particular
components and thus their failures were small contributors to the BOP system failure
probability.

Improving the reliability of, or gaining better understanding of unsafe and safe failure
fractions for, the single point of failure components and other components, which were the
major contributors to the BOP estimated unavailability, should cause a significant
improvement in BOP availability. Improvements might be achieved through better
construction/quality assurance of these items, better item design, and/or reducing
detection/repair time of the items.
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This appendix provides a list of relevant industry data sources used during the RAM analysis.

1.

BSEE Data Analysis, BOP Failure Event and Maintenance, Inspection and Test (MIT) Data
Analysis for BSEE (project related analysis), ABS Consulting Inc., 2013.

IEEE Std 493™ Recommended Practice for the Design of Reliable Industrial and
Commercial Power Systems, Institute of Electrical and Electronics Engineering, Inc., 2007.
OREDA 2009, Offshore Reliability Data 5™ Edition, Volume 1 &2, SINTEF, 2009.

SINTEF Report 2012, Reliability of Deepwater Subsea BOP Systems and Well Kicks,
SINTEF, 2012.
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APPENDIX B - LIST OF DRAWINGS
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This appendix provides a list of drawings used during the RAM analysis.

S/D, SCOPE OF SUPPLY

S/D, HYDRAULIC, LMRP

S/D, HYDRAULIC, STACK

S/D, HYDRAULIC, MUX POD

S/D, BLOCK DIAGRAM HYDRAULIC INTERCONNECT
S/D, HYDRAULIC POWER UNIT

S/D, FAMILY OF FUNCTIONS

S/D, SYSTEM CABLING BLOCK DIAGRAM
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APPENDIX C - FAILURE AND REPAIR DATA
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FAILURE AND REPAIR DATA INPUT TO RBD MODEL.: The individual component reliability data were gathered from several sources and organized in Table C-1. MTTF and

MTTR values in this table were used to populate the RBD simulation model. Data from the BSEE Data Analysis study were used to the extent available.

Table C-1 Reliability Data for Individual BOP Components

Subsystem / Component | Quantity | MTTF | Source | MTTR | Source | PM | Source | Inspection | Source
POWER Subsystem
UPS 2 9,499,764 IEEE Std 493-2007 3.688 IEEE Std 493-2007 4.625 | BSEE MIT Data Analysis 3.688
SUBSEA XFMR 2 74,357,512 | IEEE Std 493-2007 4.272 IEEE Std 493-2007 4.272 4.272
CCU - Elect. Controls
Drillers Control Panel 2 96,847 BSEE Data Analysis 5.9 BSEE MIT Data Analysis 2 BSEE MIT Data Analysis 4.406
Rig Managers Panel 1 96,847 BSEE Data Analysis 5.9 BSEE MIT Data Analysis 2 BSEE MIT Data Analysis 4.406
Subsea Engineer Panel 1 96,847 BSEE Data Analysis 59 BSEE MIT Data Analysis 2 BSEE MIT Data Analysis 4.406
Central Control Console (CCC) 2 10,345 IEEE Std 493-2008 0.771 IEEE Std 493-2008 0.771 0.771
MUX System
MUX Cable Reel | 2 63938 OREDA 2009 40 OREDA 2009 5 5
Hydraulic Power Unit (HPU) — Hydraulic Controls
HPU with Mixing System 1 102,264 BSEE Data Analysis 59.9 OREDA 2009 10 10
Accumulator Banks 4 1,942,272 BSEE Data Analysis 2.92 BSEE MIT Data Analysis 6.88 BSEE MIT Data Analysis 2
Accumulator VM1 4 1,942,272 BSEE Data Analysis 16 OREDA 2009 2 2
100 HP Pump 3 16,458 OREDA 2009 34 OREDA 2009 5 5
Suction Strainer 100 Mesh 3 8,333,333 | OREDA 2009 1 1 1
Filtration Unit 1 8,333,333 | OREDA 2009 1 1 1
Hydraulic Hotline & Rigid Conduits
Hotline Reel 2 2,439,024 | OREDA 2009 2 OREDA 2009 2 2
Rigid Conduit 2 2,439,024 | OREDA 2009 2 OREDA 2009 2 2
Stack
LMRP Connector 1 76,698 BSEE Data Analysis 3.95 BSEE MIT Data Analysis 12.22 | BSEE MIT Data Analysis 10 IP - See Assumption
Stack Accumulators (16 * 80 Gal) 1 1,942,272 BSEE Data Analysis 2.92 BSEE MIT Data Analysis 6.88 BSEE MIT Data Analysis 10 IP - See Assumption
Valve, 3WNC, SSUB X SSUB, SPM 42 1,011,404 BSEE Data Analysis 15.04 BSEE MIT Data Analysis 5.63 BSEE MIT Data Analysis 10 IP - See Assumption
Shear Seal Valve, Solenoid, 3WNC (6) 40 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
VALVE 3W DOUBLE PILOT (38) 2 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Shuttle Valve 30 2,515,694 BSEE Data Analysis 5.545 BSEE MIT Data Analysis 4.833 | BSEE MIT Data Analysis 10 IP - See Assumption
Upper Annular 1 40,083 BSEE Data Analysis 6.88 BSEE MIT Data Analysis 16.6 BSEE MIT Data Analysis 10 IP - See Assumption
Lower Annular 1 40,083 BSEE Data Analysis 6.88 BSEE MIT Data Analysis 16.6 BSEE MIT Data Analysis 10 IP - See Assumption
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Table C-1 Reliability Data for Individual BOP Components (cont’d)

Subsystem / Component Quantity MTTF Source MTTR Source PM Source Inspection Source

Shear Rams 1 61,358 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 BSEE MIT Data Analysis 10 IP - See Assumption
Casing Shear Rams 1 61,358 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 BSEE MIT Data Analysis 10 IP - See Assumption
Pipe Ram 1 1 40,035 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 BSEE MIT Data Analysis 10 IP - See Assumption
Pipe Ram 2 1 40,035 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 BSEE MIT Data Analysis 10 IP - See Assumption
Pipe Ram 3 1 40,035 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 BSEE MIT Data Analysis 10 IP - See Assumption
Test Ram 1 40,035 BSEE Data Analysis 5.64 BSEE MIT Data Analysis 20.7 BSEE MIT Data Analysis 10 IP - See Assumption
Well Head Connector 1 76,698 BSEE Data Analysis 3.95 BSEE MIT Data Analysis 12.22 | BSEE MIT Data Analysis 10 IP - See Assumption
Subsea Electronic Module 2 43,827 BSEE Data Analysis 0.77 OREDA 2009 0.77 OREDA 2009 10 IP - See Assumption
POD Pressure Regulator w/o POCV Y 2 117,997 BSEE Data Analysis 15.04 OREDA 2009 5.63 OREDA 2009 10 IP - See Assumption
ﬁgg\f rBessure Regulator including 2 | 115047 | BSEE DataAnalysis | 15.04 | OREDA 2009 563 | OREDA 2009 10 IP - See Assumption
Choke & Kill System

Choke Line 1 42,528 SINTEF 2012 117 SINTEF 2012 5 10 IP - See Assumption
Kill Line 1 42,528 SINTEF 2012 117 SINTEF 2012 5 10 IP - See Assumption
Upper Inner Choke Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Lower Inner Choke Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Lower Inner Kill Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Upper Inner Kill Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Lower Outer Choke Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Upper Outer Choke Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Lower Outer Kill Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Upper Outer Kill Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Inner Gas Relief Valve 1 66,358 OREDA 2009 42 OREDA 2009 2 10 IP - See Assumption
Outer Gas Relief Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Choke STAB 1 204,528 BSEE Data Analysis

Kill STAB 1 204,528 BSEE Data Analysis

Choke Test Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Kill Test Valve 1 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
Shuttle Valve 24 2,515,694 BSEE Data Analysis 5.545 BSEE MIT Data Analysis 4.833 | BSEE MIT Data Analysis 10 IP - See Assumption
SPM VALVE 48 1,011,404 BSEE Data Analysis 15.04 BSEE MIT Data Analysis 5.63 BSEE MIT Data Analysis 10 IP - See Assumption
Shear Seal Valve, Solenoid, 3WNC (6) 48 66,358 OREDA 2009 4.2 OREDA 2009 2 10 IP - See Assumption
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When a connector node indicates "20of2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-1 All Functions Reliability Block Diagram (1 of 3)
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When a connector node indicates "20f2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-1 All Functions Reliability Block Diagram (2 of 3)
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Bath Choke AND Kill systems are required
The Node "Choke and Kill" is in 2 out of 2 configuration.

When a connector node indicates "20of2 Required" the two input lines are considered as both required. In other words they are considered as a serial
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Design Change 1 - LMRP ANNULAR & PIPE RAMS ONLY RELIABILITY BLOCK DIAGRAM
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CM on single equipment on the rig will not bring the system down.
Loss of all redundancies will bring the system down.

1. Given a critical faiure on the LMRP Connector all other functions on the BOP will be lost
2. Even the Emergency Disconnect requires the LMRP connector
3. ROV or Acoustic are the last remaining options to controlling the well.

When a connector node indicates "20f2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-2 LMRP Annular and Pipe RAMS Only Reliability Block Diagram (1 of 3)
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When a connector node indicates "20f2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-2 LMRP Annular and Pipe RAMS Only Reliability Block Diagram (2 of 3)
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Both Choke AND Kill systems are required
The Node "Choke and Kill" is in 2 out of 2 configuration.

When a connector node indicates "20f2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-2 LMRP Annular and Pipe RAMS Only Reliability Block Diagram (3 of 3)



Design Change 2 - LMRP ANNULAR ONLY RELIABILITY BLOCK DIAGRAM
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Both CCU and HPU are
required.
The Node "To BOP Stack” is in
2 out of 2 configuration.

iCM on single equipment on the rig will not bring the system down.
Loss of all redundancies will bring the system down.

2. Even the Emergency Disconnect requires the LMRP connector
3. ROV or Acoustic are the last remaining options to controlling the well.

1. Given a critical failure on the LMRP Connector all other functions on the BOP will be lost

When a connector node indicates "20f2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-3 LMRP Annular Only Reliability Block Diagram (1 of 3)

D-9

|74'O



| 2 Redundant UPS backup | 3 Redundant Control Panels

Only 1 panel required

1 Central Processors for
both Blue and Yellow

| POWER | ccu

Drillers Contral Panel
I 20028203 .
Rig Managers Panel

Central Control Consale (CCC) |
20028210-1 |

Mux Cable Reel (BLUE)

20028204

Central Control Consale (CCC) |
20028210-2 |

20036449

MUK Cable Reel Yellow

SubseaEngineer Panel
200208205

Suction Strainer 100 Mesh H
il

HPU Purmp 1

Hydraulic Power Unit (HPUY with Mbing System
20036080

Suction Strainer 100 Mesh H
2

HPU Pump 2 Fiteration Unit

Suction Strainer 100 Mesh

3

H HPU Pump 3 A

R Accurrulator Banks (1)

POWER 20035908

Accurrator YM1-1

Accurrulator Banks (23
20035410

Accumuator YM1-2

'
';i; Accurrulator Banks (3)
20036410

iII Accurrator YM1-3 |7 Acc,

Accurulator Banks (4)
20036410

Accurnuator VM1-4

‘ If the pumps are lost the accumulators will have imited charge, encugh to sscure the well

HPU

20036443

SEMB

i

POD Pressure Regulator
Including POCY B

i

POD Pressure Regulator
wjo POCY B

|7

SEM Y

i

POD Pressure Regulator
Including POCY Y

i

POD Pressure Pegulatar
wio POCV Y

Rigid Conduit 1

Hotlne Hose Reel
20036450

Rigid Conduit 2

Hotline Reel 3131319-05

Both CCU and HPU are
required.
The Node "To BOP Stack” is in
2 out of 2 configuration.

iCM on single equipment on the rig will not bring the system down.
Loss of all redundancies will bring the system down.

1. Given a critical failure on the LMRP Connector all other functions on the BOP will be lost
2. Even the Emergency Disconnect requires the LMRP connector
3. ROV or Acoustic are the last remaining options to controlling the well.

When a connector node indicates "20f2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure D-3 LMRP Annular Only Reliability Block Diagram (2 of 3)
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Figure D-3 LMRP Annular Only Reliability Block Diagram (3 of 3)
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SUMMARY

As part of the Blowout Preventer (BOP) Maintenance and Inspection for Deepwater Operations study
(BSEE Contract Number M11PC00027), the American Bureau of Shipping (ABS) and ABSG
Consulting Inc. (ABS Consulting) performed a Reliability, Availability, and Maintainability (RAM)
analysis of a typical BOP used in industry. Using a Reliability Block Diagram portraying the various
combinations of component/subsystems required for successful BOP operation, failure data for the
BOP system components, and maintenance, inspection and test data for a typical system, the analysis
team estimated the availability of the BOP system. Availability, as used in this study, is the
probability the BOP system functions properly on demand. This summary report presents the results
for two RAM analysis performed on two of the Industry Participant’s BOP designs.

This report represents a portion of Deliverable F for the studies associated with Tasks 6.2.3, 6.2.3.1,
and 6.2.3.2, as outlined in the above referenced contract. This report presents the summary of
objective and scope of the RAM study, analysis process, analysis assumptions, comparison of the
results of two RAM analysis, and conclusions/observations.

The objective of RAM analysis is to determine the impact of Maintenance, Inspection and Testing
(MIT) activities on the overall availability of BOP system manufactured by the Original Equipment
Manufacturers (OEMSs) participating in the MIT project. This was accomplished by (1) developing
an Reliability Block Diagram (RBD) model representing the BOP system; (2) analyzing the model
using a simulation method in order to estimate the availability of the BOP system during operations
(drilling and MIT periods); (3) modeling three different operating scenarios, and (4) developing and
analyzing two design variances and two “what-if” scenarios (regarding changes to MIT intervals and
improved reliability of a few BOP system components) to assess the impact of these selected changes
on BOP availability for each operating scenario.

The analysis team estimated BOP system availability by developing an RBD for each of the BOP
designs (base case) and performing a Monte Carlo simulation using the RBDs and industry failure
data for the components in the model. In addition, alternative designs and two what-if models were
developed.

Table S-1 presents the comparison of the availability results for two BOP designs. Depending on the
operating scenario and specific design alternative, the key point of these results are the estimated
availability of the BOP system during the drilling operation period (on well or without Preventive
Maintenance [PM] and Inspection). The mean availability for BOP 1 ranged from (1) 0.9937 to
0.9995 for Operating Scenario A, (2) 0.9871 to 0.9912 for Operating Scenario B, and (3) 0.9835 to
0.99 for Operating Scenario C. The mean availability for BOP 2 ranged from (1) 0.9928 to 0.9994
for Operating Scenario A, (2)0.9863 to 0.9913 for Operating Scenario B, and (3) 0.9822 to 0.9882
for Operating Scenario C.



The results presented here consider BOP surface and subsea controls and the stack equipment. While
detected failures on the BOP stack may result in the BOP to be pulled, the subsystems located on the
rig will be repaired without having to pull the BOP stack.

Table S-1: Comparison of BOP Availability Results Summary

Operating Scenario A Operating Scenario B Operating Scenario C
Mean Availability for Mean Availability for
A Drilling Operation Drilling Operation
D:\i’l'ﬁin g"i‘::ﬁ(')':’;:‘r’; 4 | Period (On Well) While | Period (On Well) While
o Wge ”)pWi At Long | Maintaining Al BOP | Maintaining All BOP
BOP Analysis Cases Well Control Functions | Well Control Functions
One Well Control . . .
. . . Assuming Corrective Assuming Any Subsea
Function Remaining to . .
Control a Well Kick Maintenance (CM) CM Performed Requires
Performed Without Securing of the Well
Pulling of the Stack and Pulling of the Stack
BOP 1 BOP 2 BOP 1 BOP 2 BOP 1 BOP 2
Base Case: All Well-Control
Functions .9991 .9991 .9902 .9875 .9835 .9843
Design Change 1 (LMRP
Annular(s) & Pipe Rams .9946 9943 9881 9875 .9882 .9869
Only)
Design Change 2 (LMRP
Annular(s) Only) .9937 .9928 .9876 .9873 .9878 .9867
What-If Case 1 (4 week test
interval) .9995 .9991 .9871 .9863 .984 .9822
What If Case 2 (Improved
reliability of select .9993 .9994 9912 9913 .99 9882
components)

Based on the analysis results, the team made the following observations:

Operating Scenario A results represent the BOP availability to control a well kick by at least
one well control function, which is a better measure of the BOP system availability relative to
overall safe operation.

Operating Scenarios B and C represent the BOP availability relative to maintaining all BOP
well control functions while on the well (i.e., it models the regulatory requirement relative to
maintaining all BOP functions at all times while on the well). These results measure the
availability for two differing corrective maintenance responses to subsea component failures:
(1) on-the-well repair and (2) pulling-of-the-stack repair. While actual operations likely
result in a combination of these two responses, these models provide upper and lower bounds
for actual operation relative to maintaining all BOP functions.

While the BOP system is constructed with many subsystems that internally have multiple
layers of redundancy, the BOP also has single component failure points in its design. These
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single failures are the dominant contributors to the estimated BOP probability of failure on
demand. Based on these RAM results, the dominant contributors to the estimated BOP
failure on demand probability are the two single failure points: LMRP connector failure, and
Well Head Connector failure. Combined, these two component failures contribute over 99%
to the estimated unavailability of the BOP system during “on well.” In the calculations, these
two components have an equal contribution to the estimated unavailability of the BOP
system.

(Note: These dominant contributors were identified based on the total failure rate data for
these devices for all failure modes without any differentiation to unsafe and safe failure
fraction of the respective failure modes.)

For Operating Scenarios B and C, the estimated availability of BOP 2 is somewhat lower
than the estimated availability of BOP 1 for several of the operating scenarios and analysis
cases. These lower estimates are attributed to (1) the higher failure frequency of selected
BOP 2 system components (relative to the BOP 1 system counterparts), (2) the additional
subsystems/components associated with the second annular ring in the BOP 2 design, and
(3) the associated corrective maintenance time to address these failures.

To demonstrate the contribution of the component failures associated with non-shearing
control measures (i.e., pipe rams and annulars), BOP system availability considering pipe
rams and annular(s), and annular(s) only operating were evaluated (i.e., design changes 1
and 2). While these results indicate that the removal of the shear rams and pipe rams (design
change 2 only) had little impact on the BOP system availability, this is because the remaining
component failures, especially the two single point of failure items, have a more significant
impact on the BOP system availability than the impact of the removed items on the system
availability. However, readers are cautioned to not draw the conclusion that these results
indicate the redundancy provided by the removed well control items are not important. The
shear and pipe rams are considered important part of the BOP system and provide the
required redundancy and essential functions for controlling the well.

What-If Case 1 analysis indicate the system availability is not significantly changed by the
extending of the test interval for all operating scenarios and results in an average availability
reduction of 0.2% for Operating Scenarios B and C. Specifically, the no change in Operating
Scenario A availability was expected since this scenario is based on allowing the BOP
functionality to degrade until the BOP can’t sufficiently function to control a kick (i.e., no
inspection and test are performed for this scenario). As for the Operating Scenarios B and C,
the BOP availability is reduced for three of the four cases. (Note: The fourth case may
indicate no change or drop in availability, but due to model rounding of the results, it is not
possible to determine the significance between the results, 0.9835 and 0.984.)
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What-If Case 2 analysis shows that improving the reliability performance of a few selected
components in the BOP 1 and 2 systems caused a slight improvement in the estimated BOP
availability for all three operating scenarios. The four components selected for improvement
were identified in the BSEE Data Analysis Study (ref. 1) as less reliable BOP components.
However, the BOP system design includes redundant features for these particular
components and thus their failures were small contributors to the BOP system failure
probability.

Improving the reliability of, or gaining better understanding of unsafe and safe failure
fractions for, the single point of failure components and other components, which were the
major contributors to the BOP estimated unavailability, should cause a significant
improvement in BOP availability. Improvements might be achieved through better
construction/quality assurance of these items, better item design, and/or reducing
detection/repair time of the items.
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1.0 INTRODUCTION

As part of the Blowout Preventer (BOP) Maintenance and Inspection for Deepwater Operations study
(BSEE Contract Number M11PC00027), the American Bureau of Shipping (ABS) and ABSG
Consulting Inc. (ABS Consulting) performed a Reliability, Availability, and Maintainability (RAM)
study of a typical BOP system used in industry. The analysis team developed a Reliability Block
Diagram (RBD) model and used BOP system failure events data and maintenance, inspection, and
test (MIT) data to estimate BOP system availability. This report represents a portion of
Deliverable F for the studies associated with Tasks 6.2.3, 6.2.3.1, and 6.2.3.2, as outlined in the
contract.

Two RAM models were developed for BOP systems from two different original equipment
manufacturer (OEM) designs. This summary report presents the objective and scope of the RAM
study and analysis process and discusses the analysis assumptions, comparison of two analyses
results and analysis details, and conclusions.

1.1 OBJECTIVES

The objective of this summary RAM analysis report are to (1) provide comparison between the two
BOP configurations used for this analysis, and (2) provide a discussion about the base design, two
design variations, and two what-if scenarios and compare the results.

1.2 ANALYSIS SCOPE

The physical scope of the RAM analysis was limited to a selected BOP system and associated
equipment designed by two OEMSs and used by two drilling contractor and operators participating in
the study. The selected BOP systems design met the following criteria:

e Operation Location — Gulf of Mexico (majority of the operation and maintenance to be from
the Gulf of Mexico)

e Operating Depth — 5,000 Feet and Deeper

e BOP Configurations:
o Class VI BOP, five ram configuration and single annular
o Class VII BOP, five ram configuration and dual annular

0EL JEE—
HEE IEE—
{EL 1B
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Class VI BOP Class VII BOP

Figure 1-1. BOP Configurations



Each analysis involved compiling information provided by the industry participants (IPs), followed
by discussions with the OEMs and the drilling contractors on BOP operation, inspection and
maintenance.. Table 1-1 presents the subsystem for each model and compares their associated OEM.

Table 1-1: Comparison of BOP System and Associated Control Systems

Model Surface Control System | Subsea Control System BOP Stack
RBD 1, 5 Rams, 1 Annular OEM A OEM A OEM A
RBD 2, 5 Rams, 2 Annulars OEM B OEM B OEM B

Each BOP included the above 3 major BOP subsystems and their associated components. Table 1-2
provide a comparison of the subsystems and components used in each RBD model.

Table 1-2: Comparison of Subsystem and Component

Quantity
BOP 1 \ BOP 2

Subsystem/Component

POWER Subsystem

UPS 2 2
POWER DIST PANEL 2
SUBSEA XFMR 2 2

CCU - Elect. Controls

Remote Driller Panel

Driller's Panel

Remote Control Panel

Processor & Equipment Cabinets (CCU)

Power Isolation J-Box

Drillers Control Panel

Rig Managers Panel

Subsea Engineer Panel

Central Control Console (CCC) with redundant I1Cs
Multiplex (MUX) System

J-Box MUX Umbilical

Cable Reel 2 2
Hydraulic Power Unit (HPU) - Hydraulic Controls
HPU I/F Control Panel

Reservoir / Mixing Unit

HPU with Mixing System 1
Accumulator 180 GAL 16 Station 5K
Accumulator 285 GAL 20 Station 5K
Accumulator Banks

Accumulator VM1

100 HP Pump 3
Suction Strainer 100 Mesh
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Table 1-2: Comparison of Subsystem and Component (cont’d)

Subsystem/Component

Quantity

BOP 1

BOP 2

Filtration Unit

1

1

Hydraulic Hotline & Rigid Conduits

Hotline Reel

Rigid Conduit

Stack

Lower Marine Riser Package (LMRP) Connector

Stack Accumulators (16 * 80 Gal)

Valve, 3WNC, SSUB X SSUB, Sub Plate Mounted (SPM)

32

42

Shear Seal Valve, Solenoid, 3WNC (6)

36

40

VALVE 3W DOUBLE PILOT (38)

Shuttle Valve

16

30

LMRP Annular

Upper Annular

Lower Annular

Upper Shear Rams

Lower Shear Rams

Casing Shear Rams

Shear Rams

Upper Pipe Rams (Pipe Ram 1)

Middle Pipe Rams (Pipe Ram 2)

Lower Pipe Rams (Pipe Ram 3)

SSTV Rams (Test Ram)

G

Auto Shear ARM Valve T4

Hydraulic Autoshear Valve

Well Head Connector

Subsea Electronic Module

POD Pressure Regulator w/o POCV' Y

POD Pressure Regulator Including POCV B

I R R P e e e A Tl

N (NN [

Choke & Kill System

Choke Line

Kill Line

Upper Inner Choke Valve

Lower Inner Choke Valve

Lower Inner Kill Valve

Upper Inner Kill Valve

Lower Outer Choke Valve

Upper Outer Choke Valve

Lower Outer Kill Valve

Upper Outer Kill Valve

R

Inner Bleed Valve

R




Table 1-2: Comparison of Subsystem and Component (cont’d)

Subsystem/Component Bop?uantgép >
Outer Bleed Valve 1
Inner Gas Relief Valve 1
Outer Gas Relief Valve 1
Choke STAB 1 1
Kill STAB 1 1
Choke Test Valve 1 1
Kill Test Valve 1 1
Shuttle Valve 20 24
SPM VALVE 40 48
Shear Seal Valve, Solenoid, 3WNC (6) 40 48

The BOP system functions incorporated in the RBDs were defined in the related Failure Mode Effect
and Criticality Analysis (FMECA) studies. Given the fact that the BOP system availability depends
on multiple subsystem functions at any time and any failure could lead to stoppage of drilling
operation, each RBD base case model was developed to be inclusive of all BOP system functions.

Ultimately, the results from this assessment are intended to provide a relative measure of the BOP
system availability with respect to the existing maintenance, inspection, and test policies.

1.3 RAM ANALYSIS AND MEETING SCHEDULE

The analysis team for each study included personnel from two IPs, the American Bureau of Shipping
(ABS), and ABSG Consulting Inc. (ABS Consulting). The IPs participating included one or more
representatives from an OEM and a drilling contractor. These individuals provided knowledge of the
design, engineering, operation, and maintenance of the BOP system being evaluated. Table 1-3 lists
the functional positions for the IP personnel who participated in each study.

Table 1-3: IP RAM Team Members

IP Position/Expertise
Organization BOP 1 BOP 2
Engineering Manager, Drilling Products Engineering Director
BOP OEM Manager, Reliability Engineering/Drilling and Production Project Manager

Electrical Engineering Manager, Drilling and Production
Sub Section Manager, Stacks, Mechanical Controls and Risers

- Corporate Subsea Operation Manager Subsea Operation Manager
Drilling -
Contractor Subsea Superintendent
Subsea MUX System SME
Operator Engineer Operations, Drilling and Completions Manager Deepwater Wells

In addition to the IP representatives, personnel from ABS and ABS Consulting participated in the
several RAM meetings. Specifically, ABS personnel provided knowledge of the overall BOP
operations and class society and regulatory requirements applicable to BOP design and operation.
ABS Consulting personnel developed the RBD models, facilitated teleconferences and meetings with



IPs to refine the RBD model and component failure data, performed the analyses, and documented
the RAM studies. Table 1-4 lists the ABS and ABS Consulting personnel participating in each study.

Table 1-4: ABS and ABS Consulting RAM Team Members

Name Organization Title Study Role
David Cherbonnier ABS Staff Consultant, Corporate Subsea Engineer
Offshore Technology
. . Senior Engineer Il (Risk
Bibek Das ABS :ﬁg'rzg ETZ?:L”:;:)”’ Corporate | - nd Reliability),
9y Corporate Technology
. ior Di | i . .
Randy Montgomery ABS Consulting Senior Director, Integrity Project Technical Lead
Management
. . - Risk and Reliability
. . Risk Reliabilit .
Kamyar Nouri ABS Consulting Sem_or Isk and Reliability Analyst (model & logic
Engineer
development)
. . - Risk and Reliability
Kamran Nouri ABS Consulting Sem.or Risk and Reliability Analyst (review and
Engineer .
documentation)

To prepare for the RAM studies, ABS and ABS Consulting held a kickoff meeting with the IPs on
August 14 and 15, 2012. The purposes of the kickoff meeting were to discuss the FMECA and RAM
analysis approaches and the analyses scope to help ensure that all participants have the same level of
understanding of the FMECA & RAM procedures.

In addition to the kickoff meeting, the analysis team held several teleconferences and meetings with
the IPs from December 2012 to March of 2013. During these sessions, the RAM team members were
provided an introduction to RBD methodology and collaborated on the RBD model logic for the base
case, the two design alternatives, and the two “what-if” cases. BOP functions were defined in a
related FMECA study and were incorporated into the model. All BOP system functions were
considered during the development of various analysis cases.

14 REPORT ORGANIZATION

Section 2 of this report provides an overview of the methodology used to analyze the BOP’s
availability models for the base case, alternate design cases, and what-if cases. Section 3 discusses
the analysis assumptions. Section 4 provides a comparison of the RAM analysis results. Section 5
discusses the analysis conclusions and observations. Appendices A, B and C contain lists of
references, BOP system drawings and BOP reliability block diagrams for the two designs,
respectively.
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2.0 RELIABILITY AND AVAILABILITY ANALYSIS PROCESS

To estimate the availability of the BOP system, the analysis team developed a Reliability Block
Diagram (RBD) model. The RBD shows the logical interaction of BOP subsystems and equipment
required for successful system operation. The RBD model consists of series and parallel trains of
components and subsystems required for successful BOP system operation.

The analysis team identified a baseline BOP system (base case) according to one OEM design and
one configuration used by one of the drilling contractors participating in the MIT project. The base-
case model was used to estimate the reliability and availability of the BOP system. In addition to the
base-case model, several alternative designs and what-if scenarios were evaluated based on input
from the Industry Participants (IP).

For the BOP system analysis, the team used BOP component/subsystem failure and maintenance data
provided by the IPs. The team developed the RBD model and performed the availability calculations
as described in Section 2.1.The BOP system RAM characteristics estimated are:

e Mean BOP Availability for Drilling Operation Period (on well)

2.1 ANALYSIS APPROACH

The basic fundamentals of RBD modeling are to logically show the interaction of subsystems and
components required for successful operation of the system. Or conversely, to show combinations of
component/subsystem failures that lead to system failure (unavailability or probability of failure on
demand).

Figure 2-1 depicts a sample RBD made up of two subsystems, each containing three components.
Subsystem 1 contains three series blocks and subsystem 2 contains a combination of parallel and
series blocks. In subsystem 1, any component failure will translate to system failure. Subsystem 2,
however, has redundant components D and E and thus can withstand a single failure of D or E
without suffering system failure. In subsystem 2, component F is in series with all other components
and it is a single point of failure for the system.

Series Components Parallel & Series Components
— D
— BN B Baa N\
L ./
Subsystem 1 Subsystem 2

Figure 2-1 RBD Example 1



More complex relationships like ‘K’ out of ‘N’ components and cross relationships can exist and are
modeled, if necessary (Figure 2-2).

A
[N . D L]
\_ B D | - ]
Subsystem 1 Subsystem 2

Figure 2-2 RBD Example 2

In both examples, each component is analyzed with respect to failure characteristics and its
functional relationship to other components. The component’s failure characteristics are used to
determine the component’s time of failure. This information is then passed on to the subsystem and
subsequently to the system level, using the RBD as a roadmap for determining how to
mathematically combine this information and arrive at system level failure characteristics

After the logic model development, component failure and maintenance data are required for logic
model quantification. The analysis team collected equipment/component failure, inspection, test and
maintenance data based on available industry data and this project’s data analysis study (BSEE Data
Analysis). The reliability data included time-based or “running” failure rates and associated repair
and restoration times for identified failure modes.

Monte Carlo simulation using a preset number of iterations was used to estimate system-level results.
In this simulation, each component’s failure distribution is sampled each iteration for input into the
system calculation until such time that the simulation results converge to a steady state result for the
system.

Utilizing this approach, the analysis team developed an RBD model for each base case BOP system
and two alternate BOP design cases. They performed an availability analysis using these models.
The team then performed two what-if analyses on the base case BOP system, modifying the testing
interval and the failure characteristics of a few select BOP components. Results for all five cases
were documented and analyzed for “lessons learned.”

2.2 OPERATING SCENARIOS

In order to evaluate the BOP performance and evaluate the impact of BOP MIT, the RAM study
involved the evaluation of the three operating scenarios. The first operating scenario was designed to
estimate the BOP availability to control a well kick via at least one well control measure (e.g., pipe
ram and associated choke and kill valves, annular and associated choke and kill valves). This
operating scenario was evaluated by allowing system redundancies to degrade when component
failures occur until last well control measure is no longer functional. This approach models the loss



of all system redundancies until the BOP is no longer available to sufficiently function and control a
well kick. Operating Scenario A evaluates this operating state.

The other two operating scenarios were designed to evaluate the BOP availability for all BOP well
control functions relative to two corrective maintenance responses. The two corrective maintenance
responses evaluate the regulatory requirement to perform corrective maintenance whenever a BOP
component failure is detected to help ensure all BOP well control functions are maintained while on
the well. The two specific responses evalauted were (1) corrective maintenance of subsea failures
being performed without pulling of the stack (i.e., on-the-well repair) and (2) corrective maintenance
of subsea failures always requiring the securing of the well and the pulling of the stack (i.e., pulling-
of-the-stack repair). ~ While it is recognized that actual operations likely result in a combination of
these two responses, these models provide bounds for the actual operation.

2.3 BAsSeE-CASE MODEL, ALTERNATE DESIGNS AND WHAT-IF CASES

Each base-case RBD model developed reflects successful operation of the BOP system design per
the drawings listed in Appendix B. The base-case RBD model is used to estimate the availability of
the BOP system as it is designed and operated at the time of this project. This model includes control
and stack subsystems that are involved in sealing, shearing, and balancing the well.

After developing and analyzing the each base-case model, the analysis team developed two design
variation cases and two what-if cases for further analyses. The identified test cases, developed in
collaboration with the IPs, were used to evaluate the impact of system design changes, test/inspection
frequency changes, and selected component improvement changes on the BOP system’s availability.
In each test case, only a single design change or specified parameter was modified; all other
parameters stayed the same as the base-case RBD model. Section 4, Table 4-1 provides a detailed
description of each case.
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3.0 ANALYSIS ASSUMPTION

In performing the RBD simulation to estimate BOP system availability characteristics, the analysis
team made the following assumptions for RBD 1 and RBD 2.

3.1

GENERAL ASSUMPTIONS

All spare parts are available at the rig; the average repair time for components does not
include any time for obtaining spare parts from onshore suppliers

All specialized crews needed to make necessary BOP repairs are available at the rig

Human errors introducing failures into the BOP system during test, inspection and/or
maintenance are not included model; however, they were indirectly considered via improving
the reliability of selected components in What-If case 2.

Common cause failures of BOP subsystems with redundant components were not included
in the analysis due to insufficient data.

The system availability results presented in this report are only based on the estimated time that is
required to perform the preventive maintenance (PM) and CM tasks, assuming that the spare parts
and the specialized crew are available to perform the necessary tasks. However, the absence of the
required spare parts and specialized maintenance crew could result in additional time to perform the
maintenance tasks, hence reducing the estimated system availability.

3.2

SPECIFIC ASSUMPTIONS

The lifetime of the BOP is 5 years (for analysis purposes).

Failures of any BOP components located in the stack forces the model to switch to
maintenance phase and counts against the on-well availability (availability without PM and
inspection).

Failures of any BOP components located on the rig will not count against the on-well
availability (availability without PM and inspection) unless all redundancies have been
exhausted.

Failures of any BOP components located on the rig are assumed to be correctable without the
introducing any downtime. In other words corrective maintenance of equipment located on
the rig does not require the system to be down. The only exception to this is simultaneous
failures of redundant components.

All subsea subsystems can only be repaired once the BOP brought up to the rig.

All BOP preventive maintenance takes place on the rig.

Choke and kill systems are both required for BOP successful operation.

The use of shear rams is considered as an emergency action in which the well will be
abandoned. In reality, there are two other situations where the shear rams may be activated
but these events are not considered in the model:

0 Accidental shear by the operator

o0 Shear due to rig loss of position control

11



e A failure in one of the SPM valve “open” circuits effectively disable the corresponding SPM
valve closure circuit, eliminating this circuit ram closure signal.

e Hydraulic accumulators provide redundant backup to the hydraulic pumps.

e Average time the BOP is on well (i.e., not on the rig for MIT) is 8 weeks.

e Pressure tests occur at 2-week intervals.

e Duration of each test is 10 hours which is based on an average of the test durations reported
by the IPs. The BOP is available for operation if needed, during testing.

e Once a failure occurs, the failed BOP component will undergo CM and PM.

e For the purpose of this RAM study, the time duration for pressure and function testing were
combined. The test time includes actual test time and any preparation before testing begins.

3.3 BLOCKSIM 7 ANALYSIS PARAMETERS

In performing the RBD simulation of the BOP system, the analysis team specified the following
parameters for the analysis:

e Simulation Factors:
Simulation End Time: 43,825 Hours or 5 Years
Number of Simulations: 100
o Corrective maintenance takes place upon a failure for Operating Scenarios B and C.
e Preventive maintenance occurs only when the BOP is on the RIG.
e BlockSim’s inspection facility is used to emulate the 14-day tests.

12



4.0 LIST OF ANALYSIS CASES

Using two separate component failure datasets and considering several design alternatives and
what-if scenarios, fifteen separate analyses of the BOP system were performed. These fifteen
separate analyses included the analysis of the following three operating scenarios and the five
analysis cases outlined in Table 4-1:

Operating Scenario A — Considers the on-well operation of the BOP until a system failure
occurs (i.e., all redundancies failure so that the BOP is no longer available to control a well
kick) and prevents the BOP from being capable of controlling a well kick via at least one
well control function (e.g., annular, pipe ram, shear ram).

Operating Scenario B — Considers the on-well operation of the BOP relative to maintaining
all BOP functions assuming the ability to perform corrective maintenance of surface and
subsea components without the securing the well and the pulling of the BOP stack. This
scenario models the regulatory requirement to perform corrective maintenance when a BOP
failure is detected in order to help ensure all BOP well control functions. Specifically, this
scenario models corrective maintenance using the mean-time-to-repair for the failed
component without pulling of the stack.

Operating Scenario C — Considers the on-well operation of the BOP relative to maintaining
all BOP functions with the requirement that the well must be secured and the BOP stack
pulled to the surface in order to perform corrective maintenance on all subsea system
components. (Note: This scenario does not require securing of the well and pulling the BOP
stack to perform corrective maintenance on surface BOP components). As with Operating
Scenario B, this scenario models the regulatory requirement to perform corrective
maintenance when a BOP failure is detected in order to help ensure all BOP well control
functions. Specifically, this scenario models corrective maintenance based the unavailable
time being based on (1) the average time to secure the well when subsea component fails and
(2) the mean-time-to-repair for the failed surface components. (Note: Based on input from the
industry participants, the average time to secure well was set at 96 hours.)

In each analysis case, the input mean time to failure values are obtained from the BSEE Data
Analysis Report, supplemented with data from industrial data references (IEEE STD 497, OREDA
2009) where gaps existed.

13



Table 4-1: List of Analysis Cases

Analysis Case

Description

Base Case — All functions; IP
Data

This configuration considers all BOP well control system
capabilities, including annular, pipe rams, shear rams, auto
shear and emergency disconnect systems and associated
controls and choke and kill components.

Design Change 1 LMRP Annular
& Pipe Rams Only; IP Data

This configuration considers BOP well control system
capabilities, associated with annular, pipe rams, and their
associated controls, and choke and kill components.

Design Change 2 - LMRP
Annular Only; IP Data

This configuration considers BOP well control system
capabilities associated with annular only and its associated
controls and choke and kill components.

What If Case 1; Test Interval 4
weeks; IP Data

This What-If case evaluates the impact of increasing the
inspections interval form 2 weeks to 4 weeks. The base-case
BOP configuration is used for this What-If case.

What If Case 2; Improved
Reliability of Select Components;
IP data

This What-If case evaluates the impact of improving the
reliability of more frequently failing BOP components, based
on the data analysis results. Specifically, this What-If case
includes reliability improvement of the (1) blue and yellow
subsea control system, choke and kill valves and lines, MUX
control system, pipe and test rams. The base-case BOP
configuration is used for this What-If case.

14




5.0 CONCLUSIONS AND OBSERVATIONS
The simulation calculated two system availability figures of merit, one for the BOP system without
PM and inspection activity (i.e., while in service “on well”). Since the BOP is a safety critical system

the availability result without the PM and inspection is of interest.

Table 5-1 presents the BOP analysis cases and compares the estimated availability of the BOP
system during the three operating scenarios.

Table 5-1: Comparison of BOP Availability Results Summary

Operating Scenario A Operating Scenario B Operating Scenario C
Mean Availability for Mean Availability for
S Drilling Operation drilling Operation
Dmﬁ{:; gﬁi'::ﬁ!:ﬁ!ﬁﬁ 4| Period (On Well) While | Period (On Well) While
(On Well) With At Least Maintaining All BQP Maintaining All BQP
BOP Analysis Cases . Well Control Functions | Well Control Functions
One Well Control Function . .
=g i G @ Assuming C_:M Assuming Any Subsiea
Well Kick Perf_ormed Without CM Per_formed Requires
Pulling of the Stack Securing of the Well
and Pulling of the Stack
BOP 1 BOP 2 BOP 1 BOP 2 BOP 1 BOP 2
Base Case: All Functions 9991 9991 9902 9875 9835 9843
Design Change 1 (LMRP
Annular(s) & Pipe Rams 9946 9943 9881 9875 9882 9869
Only)
Design Change 2 (LMRP
Annular(s) Only) .9937 .9928 .9876 .9873 .9878 .9867
What-If Case 1 (4 week
test interval) .9995 .9991 .9871 .9863 .984 .9822
What If Case 2 (Improved
reliability of select 19993 9994 9912 9913 .99 9882
components)

The estimated availability of the BOP systems for Operating Scenario A ranges from 0.9928 to
0.9995. (Note: Results from Operating Scenario A represent the BOP availability to control a well
kick by at least one well control function, which is a better measure of the BOP performance relative
to overall safe operation.) For Operating Scenarios B and C, the estimated availability for the BOP
systems ranges from 0.9863 to 0.9902 and from 0.9822 to 0.99, respectively. A comparison of the
results of Operating Scenario A to the results of Operating Scenarios B and C indicate the expected
outcome that the BOP availability for at least one well control function operating would be
significantly higher (i.e., approximately one order of magnitude improvement) than the BOP
availability for all well control functions.. In addition, the study indicates the availability for BOP 1
and BOP 2 systems are essentially the same for Operating Scenario A and are slightly different for
Scenarios B and C. The differences in the results for Operating Scenarios B and C can be attributed
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to (1) the higher failure frequency of selected BOP 2 system components (relative to the BOP 1
system counterparts), (2) the additional subsystems/components associated with the second annular
ring in the BOP 2 design, and (3) the associated corrective maintenance time to address these
failures.

In addition to the above observations, the team made the following observations:

While the BOP system is constructed with many subsystems that internally have multiple
layers of redundancy, the BOP also has single component failure points in its design. These
single failures are the dominant contributors to the estimated BOP probability of failure on
demand. Based on these RAM results, the dominant contributors to the estimated BOP
failure on demand probability are the two single failure points: LMRP connector failure, and
Well Head Connector failure. Combined, these two component failures contribute over 99%
to the estimated unavailability of the BOP system during “on well.” In the calculations, these
two components have an equal contribution to the estimated unavailability of the BOP
system.

(Note: These dominant contributors were identified based on the total failure rate data for
these devices for all failure modes without any differentiation to unsafe and safe failure
fraction of the respective failure modes.)

To demonstrate the contribution of the component failures associated with non-shearing
control measures (i.e., pipe rams and annulars), BOP system availability considering pipe
rams and annular(s), and annular(s) only operating were evaluated (i.e., design changes 1
and 2). While these results indicate that the removal of the shear rams and pipe rams (design
change 2 only) had little impact on the BOP system availability, this is because the remaining
component failures, especially the two single point of failure items, have a more significant
impact on the BOP system availability than the impact of the removed items on the system
availability. However, readers are cautioned not to draw the conclusion that these results
indicate the redundancy provided by the removed well control items are not important. The
shear and pipe rams are considered important part of the BOP system and provide the
required redundancy and essential functions for controlling the well.

What-If Case 1 analyses indicate the system availability is not significantly changed by the
extending of the test interval for all operating scenarios and with an average availability
reduction of 0.2% for Operating Scenarios B and C. Specifically, no change in Operating
Scenario A availability was expected since this scenario is based on allowing the BOP
functionality to degrade until the BOP can’t sufficiently function to control a kick (i.e., no
inspection and test are performed). As for the Operating Scenarios B and C, the BOP
availability is reduced for three of the four cases. (Note: The fourth case may indicate no
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change or drop in availability, but due to model rounding of the results it is not possible to
determine the significance between the results, 0.9835 and 0.984.)

What-If Case 2 analysis shows that improving the reliability performance of a few selected
components in the BOP 1 and 2 systems caused a slight improvement in the estimated BOP
availability in all three operating scenarios. The four components selected for improvement
were identified in the BSEE Data Analysis Study (ref. 1) as less reliable BOP components.
However, the BOP system design includes redundant features for these particular
components and thus their failures were small contributors to the BOP system failure
probability.

Improving the reliability of, or gaining a better understanding of unsafe and safe failure
fractions for, the single point of failure components and other components, which were the
major contributors to the BOP estimated unavailability, should cause a significant
improvement in BOP availability. Improvements might be achieved through better
construction/quality assurance of these items, better item design, and/or reducing
detection/repair time of the items.
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This appendix provides a list of relevant industry data sources used during the RAM analysis.

1.

BSEE Data Analysis, BOP Failure Event and Maintenance, Inspection and Test (MIT) Data
Analysis for BSEE (project related analysis), ABS Consulting Inc., 2013.

IEEE Std 493™ Recommended Practice for the Design of Reliable Industrial and
Commercial Power Systems, Institute of Electrical and Electronics Engineering, Inc., 2007.
OREDA 2009, Offshore Reliability Data 5™ Edition, Volume 1 &2, SINTEF, 2009.

SINTEF Report 2012, Reliability of Deepwater Subsea BOP Systems and Well Kicks,
SINTEF, 2012.
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This appendix provides a list of drawings used during the RAM analysis.

Drawings related to BOP 1:

S/D, SCOPE OF SUPPLY

S/D, HYDRAULIC, LMRP

S/D, HYDRAULIC, STACK

S/D, HYDRAULIC, MUX POD

S/D, BLOCK DIAGRAM HYDRAULIC INTERCONNECT
S/D, HYDRAULIC POWER UNIT

S/D, FAMILY OF FUNCTIONS

S/D, SYSTEM CABLING BLOCK DIAGRAM

Drawings related to BOP 2:

SYSTEM BLOCK DIAGRAM

SCHEMATIC BOP STACK

SCHEMATIC MUX POD

SCHEMATIC ACOUSTIC POD

SCHEMATIC HYDRAULIC/PNEUMATIC, HYDRAULIC POWER UNIT
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When a connector node indicates "20f2 Required" the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure C-1 BOP 1, All Functions Reliability Block Diagram (1 of 3)
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When a connector node indicates "2of2 Required"” the two input lines are considered as both required. In other words they are considered as a serial configuration.
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When a connector node indicates "20f2 Required" the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure C-1 BOP 1, All Functions Reliability Block Diagram (3 of 3)
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BOP 2, BASE CASE — All FUNCTIONS RELIABILITY BLOCK DIAGRAM
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When a connector node indicates "20of2 Required” the two input lines are considered as both required. In other words they are considered as a serial configuration.

Figure C-2 BOP 2, All Functions Reliability Block Diagram (1 of 3)
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When a connector node indicates "20f2 Required” the two input lines are considered as both required, In other words they are considered as a serial configuration.

Figure C-2 BOP 2, All Functions Reliability Block Diagram (2 of 3)
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Figure C-2 BOP 2, All Functions Reliability Block Diagram (3 of 3)
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